
 

Twelfth International Congress of the Brazilian Geophysical Society 

 
Application of Clustering Analysis in Gravity Databases 
Jorge Luiz de Lima Matias, Eder Cassola Molina (IAG-USP) 

Copyright 2011, SBGf - Sociedade Brasileira de Geofísica 

This paper was prepared for presentation during the 12
th
 International Congress of the 

Brazilian Geophysical Society held in Rio de Janeiro, Brazil, August 15-18, 2011. 

Contents of this paper were reviewed by the Technical Committee of the 12
th
 

International Congress of the Brazilian Geophysical Society and do not necessarily 
represent any position of the SBGf, its officers or members. Electronic reproduction or 
storage of any part of this paper for commercial purposes without the written consent 
of the Brazilian Geophysical Society is prohibited. 
 ____________________________________________________________________  

Abstract  

Clustering is a Data Mining technique which aims to 
analyze and describe data sets automatically, with or 
without a priori knowledge about them. Automatic 
analysis are used to simplify the human job in a data set 
study, which often is difficult due to the nature of the data 
or its complexity. 

Clustering analysis methods are used in several areas of 
knowledge to search and analyze patterns of a data set, 
and proved to be a powerful tool in multivariate analyses. 
These methods describe the data arranging them in 
several clusters, using a similarity metric. In this work  
some of these kind of clustering are discussed, and two of 
them are discussed in details: partitional and hierarchical 
agglomerative methods. 

To study the applicability of Data Mining in geophysical 
data sets clustering analysis methods are used to 
describe a gravity data set of an offshore area near of the 
northeast Brazilian coast, and the results demonstrates 
that clustering can become a powerful tool in geophysical 
research.  

 

Introduction 

The importance of data analysis is always rising 
significantly, as is its size and complexity. One can be rich 
in data, but many times poor in knowledge. Many areas of 
knowledge and business have the same problem: too 
much data for analyze. Data Mining tools are used to 
solve this problems, usually with interesting results. 

The Data Mining goal is to help in the knowledge 
discovery process into databases, finding new and useful 
patterns automatically, what would be difficult to do in a 
trivial way by a human analyst; this method usually 
permits the discovering of new and very interesting 
results that was not clearly available into a huge amount 
of data (Fayyad et al, 1996). 

There are several techniques in Data Mining, and they 
can be classified in two principal types (Rezende, 2003, 
Mitchell, 1997): predictive and descriptive. A predictive 
method (e. g. Classification and Regression) uses a priori 
knowledge to classify the new data in already known 
classes. A descriptive tool describes the data in new 
classes, e. g. Clustering, Association Rules and 
Summarization.  

Each method in Clustering analysis aims to describe the 
data in a different way, with a different metric, so the 
decision of the right method to use in a specific data set is 
not trivial. This results in a pattern where the data are 
described as clusters, that are grouped by some similarity 
criteria. A clustering algorithm can be classified by the 
way it describes the data (Jain et. al., 1999): partitional, 
grade based, density based, hierarchical, and so far.  

Partitional clustering aims to describe the data in a 
optimal pattern with a determined number of clusters, 
dividing the data in mutually exclusive groups (the same 
data cannot be in more than one cluster) with an iterative 
method that optimizes the classification. In this work a 
classical partitional algorithm based in the distance 
between the clusters’ means is used, named K-means, 
and also a variation of this method that uses a probability 
based in a multivariate Gaussian, the EM clustering 
method. The main advantage of these methods is that 
they optimize the result patterns, but they also have a big 
disadvantage: the need of a priori knowledge about the 

number of clusters into the data set (Aldridge, 2005). 

Other method that is investigated is a hierarchical 
clustering method, the GHBC (Gaussian Hierarchical 
Bayesian Clustering). It is an agglomerative method, what 
means that the process starts with each element forming 
separate clusters that in successively algorithm iterations 
are merged in larger clusters based at a similarity criteria, 
what forms a hierarchy (Metz, 2006). So, the hierarchical 
method provides not only one optimal pattern, like the 
partitional methods, but a hierarchy of possible patterns 
that can describe the data at several levels, which is very 
useful in data sets with anomalies with different densities 
(Ankerst et. al., 1999). Hierarchical methods have some 
problems, as they do not optimize the patterns, and when 
some data is put into a cluster, it will be in it during all the 
next patterns of the hierarchy. 

There is not a perfect method in data analysis, so 
different methods give different types of results, and some 
methods can work better for different types of data. Some 
methods of clustering analysis are discussed here to 
show a way that one can use the best features of each 
one to obtain a better result in some cases. 

These techniques were used to analyze a dataset with 
free air gravity anomaly, geoid height and topography in 
an offshore area near the northeastern Brazilian coast. 
The results showed the potential of using this type of 
technique in geophysical studies. 

 

GHBC Algorithm 

Gaussian Hierarchical Bayesian Clustering is an 
agglomerative algorithm based in the optimization of the 
posterior similarity of a pattern.  The origin of this 
algorithm is the HBC (Iwayama & Tokunaga, 1995), 
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successfully used in text classification. This algorithm is 
based on maximizing of the Bayesian posterior 
probability. Following what is described in Iwayama & 
Tokunaga (1995), Christ et. al. (2007) and Everitt et al. 
(2001), maximizing that probability is the same that 
maximizing the argument U (eq. 1). 

U = SC(ciUcj) / [SC(ci)*SC(cj)]                     (1) 

where SC(c) is the probability of the existence of the 
cluster c, or, in other words, is the probability of all the 
elements classified into the cluster c be produced by this 
same cluster. SC is defined by the multiplication of all 
these probabilities, named elemental probability (eq. 2). 

SC(ci)=π p(dj|ci)                                  (2) 

The difference between them is that the GHBC uses a 
Gaussian model, where each cluster is described by a 
multivariate normal distribution, so the probability of a 
data be part of a cluster (elemental probability) is defined 
as stated in Equation 3, where dj is a vector that 
represents the data, μc

i
 is the mean vector of the cluster 

ci, Σc
i
 is the covariance matrix of the same cluster, and N 

represents the multivariate normal distribution (Murtagh & 
Raftery, 1984; Banfield & Raftery, 1993; Dasgupta & 
Raftery, 1998; Villanueva, E. R., 2007): 

p(dj|ci) = N(dj;μc
i
;Σc

i
)                             (3) 

The clusters cannot be unitary because the way the 
elemental probability is calculated, so the process must 
have an input of an initial pattern of small non-unitary 
clusters. To produce this initial cluster partition the K-
means algorithm was used in this work. Figure 1 
illustrates the GHBC algorithm 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Representation of the GHBC clustering (modified 
for Villanueva, E. R., 2007). 

 

K-means algorithm 

The K-means algorithm is a partitional algorithm based in 
the distance between the means of clusters. It describes 
the cluster by a mean vector, and each data is described 
as a vector, so a data vector is merged into the cluster 
that shows a mean vector closest to its value. The input of 
the algorithm is a range of means vector estimated by the 

the user, and in each iteration the data vectors are 
merged and, after that, the means vector are 
recalculated, and these iterations continue optimizing the 
pattern until the means vector do not change anymore. A 
representation of this algorithm is showed in figure 2. 

 

Fig. 2: Representation of the iterations of  K-means. The 
Colored “X”s represent the means of the clusters. 

 

There are a lot of distance metrics that can be used in this 
method, such as the Euclidian, the square-euclidian, the 
city-block (manhattan), and so far (Shen, 2005). 

The K-means algorithm was used here with a huge 
number of initial clusters to form a pattern of small but 
non-unitary clusters that was used as input into the 
GHBC. This pattern is also used as a form of optimizing 
the patterns of the top of the hierarchy classified by 
GHBC. 

 

EM Clustering 

The Expectation – Maximization Clustering is very similar 
to the K-means algorithm in the logical mechanism. The 
main difference is the metrics used. EM is not distance- 
based as is K-means. A cluster in EM is described by a 
normal distribution (Gaussian), and on each iteration the 
data vectors are merged into the cluster that presents the 
higher elemental probability (eq. 3) for this data, so the 
mean vector and the covariance matrix of the cluster are 
recalculated (Witten, 2000). 

In this work the EM Clustering and K-means were used to 
optimize the hierarchical result of GHBC algorithm.  
These algorithms need an initial partition to optimize, but 
we usually do not know this initial partition, neither the 
best number of clusters to describe the data correctly. 
Even so, the associated use of these algorithms with 
GHBC provides good results. 

 

Data set 

The data sets used here consist of Free Air gravity 
anomaly (figure 3.a), geoid height (figure 3.b), and 
topography (figure 3.c) grids of an offshore area near the 
northeastern Brazilian coast. 

Input: 

D={d1,d2,...,dn}     Data set 

C0={c1,c2,...,ck}     Initial clusters 

 

Output: 

Hierarchy of patterns: {C0,C1,C2,...,Ck-1} 

 

Do: 

U = SC(ciUcj) / [SC(ci)*SC(cj)] ,  ci,cjЄCk-1, ci≠cj 

(cx,cy) argmaxci,cj(U) 

cz cx cy 

Ck Ck-1+cz-cx-cy 

 

Until: 

n-1 iterations, when all elements of the data 

set Will be at the same cluster. 
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Fig. 3: Data set formed by: a) Free Air Anomaly b) Geoid 
height c) topography. 

 

Results 

The application of the GHBC algorithm in these data set 
results in a hierarchy of patterns, and some of these 
patterns is illustrated in figure 4. The input of the 
algorithm was the data from figure 4.a, formed by use of 
the K-means algorithm using Euclidian distance, and the 
resulting input data consisted of 650 vectors of equally 
spaced data points. 

Figure 4 shows only some examples of the results, but is 
possible see how the algorithm works. The initial cluster 
(fig. 4.a) is formed by 650 clusters; after 150 iterations of 
the algorithm 150 clusters were merged into others, and 
some big groups have been formed, as the clusters 
pointed by white, black and red arrows (fig. 4.b). 

At the sequence, it is clear in figures 4.c and 4.d that 
some clusters were merged into others to form a bigger 
cluster marked by white arrows. After that, on figure 4.e, 
there is a cluster formed near the continental shelf, 
pointed by a white arrow, and in figure 4.f it is pointed a 
cluster that follows the continental shelf. Figures 4.g and 
4.h demonstrate that this cluster continues to separate at 
the end of the hierarchy. 

All the clusters pointed above (and others) are very 
closely related to anomalies in the original data set (fig. 
3). With the hierarchy tool it is possible to analyze the 
anomalies in different levels of detail, and the cluster is a 
good guide to the analyst to notice important patterns into 
the database. 

The next step was to use the K-means algorithm, with 
different distance metrics. Figure 5 demonstrates the 
improvement in the similarity of the patterns (the 
parameter B is the similarity exponent, SC=A*10

B
, where 

SC of a pattern is defined by the multiplication of the 

similarity of all the clusters of this pattern, that is defined 
by the eq. 2). As expected, the K-means algorithm 
improved the patterns of GHBC, and figures 7 and 8 
illustrates the difference between the patterns before and 
after the application of this partitional method. 

a b  

c d  

e f  

g h  

Fig. 4: Illustrations of the hierarchy by GHBC: a) Input of 
the algorithm, by K-means, with 650 clusters; b) after 150 
iteration, the pattern with 500 clusters; c) with more 300 

iteration, the pattern with 300 clusters; d) pattern with 200 
clusters; e) pattern with 100 clusters; f) ) pattern with 60 
clusters; g) ) pattern with 40 clusters; h) ) pattern with 20 

clusters.  

a b 

c 
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Fig. 5: Difference of pattern simillarities before (only with 
GHBC) and after application of the K-means algorithm 

(with euclidian, square euclidian and Manhattan metrics).  

 

The EM algorithm was also applied in the GHBC 
hierarchy, with similar (but more inconstant) results (figure 
6). These patterns are showed in figures 7 and 8. 

 

 

Fig. 6: Applying EM clustering in the GHBC output also 
get a gain in similarity. 

  

In figure 7 and 8 the difference of the algorithms is 
evident. GHBC, like any other hierarchical algorithm, 
maintains the form of the initial clusters, and only put the 
most similar ones together. K-means and EM clustering 
were used to reclassify the output of GHBC, and the final 
result obtained was very different. K-means appears to 
have a tendency to result in clusters more concentrated in 
space, where most of the clusters that were not well- 
defined in the initial GHBC result show a better definition 
with K-means. The final result with EM clustering was 
different, where some clusters were only slightly better 
defined, like in K-means, but some clusters changed 
significantly, but in a consistent way. Neither of the results 
seems to be much better than the others, but if the 
computational cost is accounted into, using GHBC and 
EM clustering shows a better cost-benefit, because EM 
clustering is computationally faster than K-means and 
results in something different but consistent with the data 
set, with results that seem to be better than the original 
pattern calculated by GHBC.     

a b  

c d  

Fig. 7: a) original pattern calculated by GHBC with 50 
clusters, b) this pattern after apply K-means using 

Euclidian distance, c) this same pattern using K-means 
with Manhattan distance, d) ) this pattern using EM-

clustering. 

 

a b  

c d  

Fig. 8: a) original pattern by using GHBC with 20 clusters; 
b) this pattern after applying K-means using Euclidian 

distance, c) this pattern using K-means with Manhattan 
distance, d) this pattern using EM-clustering. 
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Conclusions 

The obtained results demonstrate that the clustering 
techniques can be used with success on gravity 
databases. The use of a hierarchical technique (GHBC) 
provides the most important and interesting result 
obtained in this work, and the estimated hierarchy brings 
a huge piece of information for analysis, at different detail 
levels. The posterior application of partitional methods 
results in more interesting material for analysis, but, as 
expected, they maintained the big structures found in 
GHBC. These techniques demonstrated to be a great 
guide to the analyst, helping one to easily notice the 
relevant structures into the data set. 

Other advantage of these methods is that they provide 
not only maps of the clusters but clusters with a 
quantitative description, with a mean vector and a 
covariance matrix, forming a normal distribution model for 
each cluster (see fig. 9 an example of different Gaussian 
models to clusters).  

The results obtained here suggest that the Data Mining 
techniques can turn to be a very important tool in 
geophysical studies. 

 

Fig. 9: Gaussian models for two different clusters (Witten, 
2000). 
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