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Abstract 

Automation of human activities through computational 
methods is essential in today's world, whether in the 
academic world, in the corporate world or in everyday 
tasks, and in geophysical processing is not different. 

Much of the time spent processing a shallow refraction 
seismic study is spent on picking for first break 
identification, which, despite technological advances, 
remains dependent on the visual evaluation of the seismic 
interpreter. Thus, the automation of this process provides 
a more efficient result and provides more time for 
interpretation. 

In this work we used the peak detection program (Z-
score). The application of the Z-score showed automatic 
picking efficiency, identifying 88% of the first breaks, with 
92% of the detections having an error less or equal to 2%. 

In addition, a method for interpreting seismic events, 
identifying the velocities and thicknesses of the layers, 
was successful: Simultaneous Inversion. 

Thus, several automations in the processes of the seismic 
refraction method have proved to be satisfactory in real 
data. 

 

Introduction 

The geophysical method of shallow seismic refraction is 
widely used because it is simple and cheap, and has 
several applications, for example: determining the 
thickness of the sedimentary cover on the basement, to 
designate the amount of material that needs to be 
removed before mining (GOUTLY & BRABHAM, 1984), to 
quantify the unconsolidated material in certain geological 
deposits (LAWTON & HOCHSTEIN, 1993), to determine 
and delineate paleocanals (PAKISER & BLACK, 1957), to 
indicate the thickness of the regolith layer in non-
weathered soils (DENTITH et al., 1992), among others. 

However, much of the time spent in processing a shallow 
refraction seismic study is spent with the identification of 
first breaks, which, despite the technological advance in 
seismic prospecting, still remains dependent on the visual 
evaluation of the seismic interpreter. Thus, the 
automation of this process can provide a more efficient 

result and allow a faster return of data interpretation and 
geological features. 

The improvements in computational resources have 
allowed to deal with the large volume of seismic data, 
however, three processes still have their analysis done 
visually: determination of first breaks, editing of traces 
with noise and speed analysis. These processes 
consume about 75% of the time of the seismic interpreter, 
although they use less than 50% of the existing 
computational resources (McCORMACK et al., 1993). 

The difficulties in the manual process of identification of 
the first arrival times, called picking, are related to several 
effects, such as human operator experience, operator 
sensitivity and capacity, image scale, cursor sensitivity 
and signal-noise ratio (SENKAYA & KARSH, 2014), being 
a time-consuming and highly subjective process. Many 
algorithms exist for automation of this process (ERVIN, et 
al., 1983; NEAG & WYATT, 1986; SPAGNOLINI, 1991), 
since they require a lot of reliable data and when the 
signal-noise ratio changes, an answer not acceptable to 
certain interpreters (MIRANDA, 2000). 

A technique that can be used for automatic picking is the 
peak detection through the dispersion principle, where we 
identify as a peak a value that is a number of standard 
deviations from a moving average, called Z-score 
(BRAKEL, 2017). 

In this project we intend to evaluate the use of the Z-score 
to track the times of the first arrivals. Another goal is to 
automate the separation of each seismic event. Thus, 
identified the first breaks, the events are grouped in direct 
wave, first refraction, second refraction and so on, 
through a numerical method, which can be very useful to 
speed the interpretation in the refraction method. For this 
we use a simultaneous inversion of all seismic events. 

 

Method 

We adopted the Z-score algorithm, which calculates the 
moving average for a given number of points and if the 
next point is a certain number of standard deviations of 
this average, is considered a peak. In this work we use 30 
points to calculate the moving average and if the next 
point is 5 deviations from the mean, it is considered a 
peak. 

The mean 𝑥𝑚 of a set of values {𝑥𝑖} is determined by 

 . The sum of the quadratic deviations σ2, 

called variance, is defined as follows . 

And the standard deviation σ of the set of values is 
determined by the positive square root of the variance, 

.  
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To automatically identify the separation of seismic events, 
we proposed to perform a simultaneous inversion of all 
events, direct wave and refractions. The inversion 
unknowns are the linear and angular coefficients that 
adjust to the lines, thus determining the velocity of the 
layers and their thicknesses. 

The angular coefficients, b, of the lines are equal to the 
inverse of the velocities of the layers and the linear 
coefficient, , is known as the intersection time, the 

crossing point on the vertical axis. 

Thus, for the first layer the space equation we have 

 , where  represents the time and . And 

for the second layer the equation will be , 
where  and  the intersection time. We wish to 

find the 𝑥 point of encounter of the lines according to the 

unknowns of the model, therefore: . 

The inversion problem was solved by the least squares 
method, implemented in Python through the Leat-square 
fitting (leastsq) of the Scipy library (JONES et al., 2001). 
For an goal function  we want to fit a set of 

data {𝑥𝑖, 𝑦𝑖}, minimizing the sum of the errors  

defined by  , where  

. 

Initially, we used a synthetic model to validate the 
proposed inversion. The algorithm proved to be efficient 
and robust for use with real data. 

 

Results 

We used a seismogram for testing with real data from a 
study in the municipality of Termas de Ibirá-SP (RUIZ, 
2014) and the Z-score method for detection of peaks 
presented good results for automatic detection, as shown 
in Figure 1. 

Table 1 shows some detection results and error in relation 
to manual picking, and the proximity of the marked points 
automatically and manually can be visualized by plotting 
the times together, as shown in Figure 2. 

Initially, we used a synthetic model to test the validity of 
the hypothesis and the robustness of the algorithm. For a 
model with velocities V1 = 500 m / s, V2 = 1200 m / s, 
thickness of the first layer h1 = 10 m and intersection  time 
of  = 0,0363623737 s, we fed the algorithm with 

synthetic arrival times, as shown in Figure 3, and a priori 
different values V1, V2 and, obtaining precisely, after the 
inversion, the values V1 = 500 m / s, V2 = 1200 m / s and 
𝑡𝑖 = 0 , 0363623737s. 

After testing the robustness of the method, we use the 
same principle in the real time arrival data, shown in 
Figure 4. 

 

 

 

 

 

 

Figure 1 – Z-score results for some traces, with trait and 
sample detected as peak, respectively: (A) 20 and 140; 
(B) 35 and 127; (C) 50 and 114; (D) 60 and 103. In red 
we have the numerical result of the detection, where the 
samples detected as peaks have a value of 1, positive 
peak, or -1, negative peak. 

Table 1 – Difference between automatic and manual 
picks. The first traits have a large error, which decreases 
with the increase of the offset to the source. 

 

 

Figure 2 – Manual and Automatic Picks plotted together. 
In orange we have the manual pick and in blue, the 
automatic. 
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Figure 3 – Synthetic model used in the inversion, the 
points represent the first breaks and the time values are 
used in the inversion to obtain V1 = 500 m/s,                      
V2 = 1200 m/s and 𝑡𝑖 = 0.0363623737 s. 

 

Figure 4 – Real data used in the inversion, the points 
represent the first breaks obtained by the automatic 
detection, the time values are used in the inversion to 
obtain V1 = 596 m/s, V2 = 4735 m/s and                             
𝑡𝑖 = 0,037037154 s. From these values we estimate the 
thickness of the first layer h1 = 11,12555795 m. 

 

Conclusions 

Some proposals for automatic picking through neural 
networks (ARAUJO, 2015) are effective, but they produce 
many false positives, that is, identification of peaks where 
they did not exist, which require more processing to 
provide results. The Z-score method, besides being easy 
to implement, showed an advantage over other 
proposals, as there are no false positives. Also, since we 
always choose the first peak of the trace, there is no 
chance of more than one value per trace, which would 
also be a false positive. Another advantage of this method 
is that we could identify the first effective arrival, rather 
than the greater positive amplitude of the first arrival, so 
no correction needs to be performed.  

Early traces are difficult to detect, even manually. In these 
traces there was a big difference between automatic and 
manual detections. This is due to the great influence of 
surface waves (ground roll) in the direct wave, which have 
lower velocity and do not influence offsets further away 

from the source. The data that were not identified are the 
noisy ones, where there is a high amplitude variation 
before the first break, so the number of standard 
deviations of the desired peak for the moving average is 
different from the standard of the data as a whole, or 
where the noise has amplitude close to the first break 
signal. 

The simultaneous inversion model provided a good fit 
and, as shown to be valid and robust for synthetic data, 
we assume that it is a reliable method. From the inversion 
we find in an automated way the velocity of the layers and 
their thicknesses. 

Simulating the visual behavior for human decision taking 
proved to be an arduous task, but despite the difficulties, 
an automation in a real data was shown to be viable, 
providing time for the seismic interpreter and the proposal 
was reached. 
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