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Abstract   

In this study, the segmentation of salt structures in seismic 
images was analyzed through the combination of two 
techniques for image segmentation. The first technique 
was the graph cut. This technique is an interesting 
technique for the segmentation of salt structures. Even in 
situations with little user input, it was possible to cut the 
geometric structures of the images accurately. The second 
technique was the application of convolutional layers for 
semantic segmentation. Convolutional networks were 
applied in a semi-supervised manner. The output of the 
graph cutting application was used to direct the 
simplification of the image provided by the convolutional 
layers. The individual application of each technique is not 
perfect and the combination of the two together 
outperforms the results.  

 

Introduction 

Image segmentation involves identifying the nature of each 
pixel in an image. The purpose of image segmentation is 
to simplify and/or change the representation of the image 
so that interpretation becomes easier. The interpretation of 
faults and fractures and also of salt bodies in seismic data 
can benefit from this type of technique. However, the 
segmentation and classification of these characteristics in 
seismic images still require the presence of specialized 
professionals such as geologists and geophysicists even 
with the extraction of information such as seismic attributes 
from the data. 

The expansion of machine learning techniques, more 
specifically deep learning, has made it possible to build 
models capable of classifying structures in seismic images. 
The disadvantage of applying deep learning classification 
algorithms is that the data used for training the algorithms 
need to be manually labeled. Also, the presence of public 
and annotated seismic data is scarce. An alternative is the 
development of unsupervised techniques to solve this 
problem.  

The automatic interpretation of salt bodies through deep 
learning techniques has been gaining interest in recent 
years. Waldeland and Solberg (2017) applied 
convolutional networks for the segmentation of salt bodies 
and Waldeland et al. (2018) showed in detail how deep 

learning can be used to interpret salt bodies through 
supervised learning with convolutional neural networks. 
Shi et al. (2019) formulated the salt segmentation problem 
as a 3D image segmentation through an encoder-decoder 
architecture with convolutional neural networks.  

In contrast, unsupervised algorithms have been applied in 
different areas for a long time. Coléou et al. (2003) 
reviewed the application of unsupervised methods to the 
classification of seismic facies. As an alternative to the 
application of supervised algorithms, Babakhin et al. 
(2019) proposed the semi-supervised segmentation of salt 
bodies. They used a set of convolutional neural networks 
and created pseudo-labels to enable the semantic 
segmentation of salt. Kim et al. (2020) applied 
convolutional networks to general-purpose images in an 
unsupervised algorithm. The criteria adopted for this 
segmentation were that pixels that received the same label 
should have similar characteristics and be spatially 
continuous. In addition, they adopted the criterion that the 
number of unique labels should be large.  

Convolutional neural networks can extract characteristics 
relevant to image classification. But in an unsupervised 
problem there is no clue of what features of the image 
should be emphasized. The focus of this work was the 
application of unsupervised algorithms for the 
segmentation of salt bodies. This problem has unique 
characteristics. For this reason, in this paper, two different 
techniques were combined to improve the segmentation of 
the image. 

 

Method 

Graph Cuts 

One of the techniques studied was the graph cut 
technique. The algorithm used was proposed in Rother et 
al. (2004). The operation of this type of algorithm can be 
illustrated in Figure 1. In this figure, each pixel of the image 
is transformed into a node of a graph. Each node of this 
graph is connected to a T terminal that represents the 
background and to an S terminal that represents an object. 
The connection between the nodes and the terminals 
receives a value of the probability of belonging to the 
background of the object. Then the pixels are linked to their 
neighboring pixels. The connection between neighboring 
pixels also receives weights that promote the connection 
of similar pixels. After the construction of the graph, this 
graph is partioned. An example of the cutting algorithm 
used is the minimum cut used in Boykov; Jolly (2001).  
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Figure 1 - Illustration of the operation of the Grabcut 

algorithm. Source: Marsh et al. () 

 

Unsupervised convolutional scheme 

The convolutional neural network prosed by Kim et al. 
(2020) was used as a basis for this study. Figure 2 
illustrates the network architecture. First, the same label is 
added to pixels with similar characteristics. This is done 
through a linear classifier that addresses different classes 
to pixels. The algorithm starts with 100 classes added to 
the image’s pixels. 

With each iteration of the algorithm, the convolutional 
layers act as approximators of the characteristics of the 
pixels present. This causes the number of classes to 
decrease. To control the evolution of the algorithm, a cost 
function is used. This cost function tries to control two 
different characteristics. The first is the similarity o the 
image characteristics and the second is the spatial 
continuity of the image. We can write the L cost function 
like this: 

L  =  Lsim  +  μLcon .                             (1) 

In equation (1) 𝐿𝑠𝑖𝑚 is the cost of similarity, 𝐿𝑐𝑜𝑛 the 

continuity cost and  μ is the weight that relates the two cost 
functions. For the cost function that takes into account the 
similarity, the cross-entropy function was used. For the 
function that considers continuity, an L1 loss was used.   

Joint application 

The application of convolutional networks tends to bring 
together the different classes in the image. This can be 
desired or not depending on the structures we want to 
observe. Thus, the output of the application of the Grabcut 
algorithm was used as the input RGB image. This will 
provide larger segments in the images. Keeping the 
segmented image by Grabcut in the first iterations means 
that the convolutional layers do not make major changes in 
these regions of the image. 

 

          
Figure 2 – Architecture of the set of convolutional 

layers used for semantic segmentation.  

 

Results 

To test the application of the methodology, a section of the 
SEG Advanced Modeling (SEAM) Phase I synthetic data 
migrated image detailed in Fehler and Keliher (2011) was 
used. The input image used for the Grabcut algorithm is 
shown in Figure 3. The central structure in the image is the 
object of interest in the image.  

For the application of graph cut, a rectangle containing the 
object of interest was passed. The entire image external to 
the rectangle is considered background. The adoption of a 
rectangle that leads to a segmentation of the salt structure 
was made by trial and error. This is the only part that 
requires manual user input. 

The application of this type of algorithm also involves the 
adoption of scribbles. Those scribbles define regions 
where the background and the object of interest are. Thus, 
this returns more precise segmentation results. However, 
the goal is to get as close as possible to an unsupervised 
algorithm. Because of that, the only input was the 
rectangle. Defining an input rectangle that returned a good 
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segmentation of the salt structure was difficult and required 
several attempts. The final rectangle adopted starts at the 
coordinates (0,0) and has a length equal to 500 pixels and 
a height equal to 700 pixels. 

 
Figure 3 - 2D Cross-section of SEAM synthetic data 

used as input. 

After applying the algorithm, the image in Figure 4 was 
obtained. This image is the difference between the output 
of the Grabcut algorithm and the original image shown in 
Figure 3. The image in figure 4 is used as an input to the 
segmentation algorithm using convolutional layers. 

 
Figure 4 – Difference between the original input and the 

Grabcut output. 

The reason why the difference between the original 
entrance and the exit o Grabcut was chosen is that the 
image in Figure 4 has a black region surrounding the salt 
structure. When this image is used as input in the 
convolutional algorithm, the black region defines a single 
class around the image. 

The convolutional algorithm tends to simplify the image. 
Defining a region around the structure as a single class 
prevents this region from being simplified in the first 
iterations of the algorithm. After 5 iterations of the 
algorithm, the image in Figure 4 has been replaced by the 
image in Figure 3. This way, the layers around the salt 
structure will not be so simple even in the course of more 
iterations of the convolutional algorithm. 

As can be seen in Figure 5, the structures that belonged to 
the image in both Figure 3 and Figure 4 were simplified. 
This is even more evident when we look at Figure 6 where 

the algorithm ran for more iterations. In the upper right part 
of Figures 5 and 6, we have an additional simplification of 
the image. This simplification is just because these 
structures ate also present in Figure 4.  

 
Figure 5 – Output from the convolutional layer 

algorithm after 100 iterations. 

 

 
Figure 6 – Output from the convolutional layer 

algorithm after 200 iterations. 

 
To give a better view of the evolution of the convolutional 
layers algorithm, the cost function and the number of 
classes in the image also show during the iterations of the 
algorithm. In figures 7 and 8, it is possible to observe that 
the number of classes changes after the fifth iteration of the 
algorithm. However, this does not have a measurable 
impact on the cost function. 
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Figure 7 - Number of labels in the image through 

iterations of the convolutional layers algorithm. 

 
Figure 8: Cost function of the convolutional layers 

algorithm through iterations. 

 

Conclusions 

 
The application of algorithms that try to extract image 
information without training with several examples is 
difficult. Both the Grabcut algorithm and the convolutional 
layer algorithm show promising characteristics in image 
segmentation. Likewise, its joint application is interesting 
since it makes it possible to focus on certain structures of 
interest without losing certain characteristics of the data 
such as sequences of sedimentary layers. However, 
segmentation still has room for improvement through 
obtaining measures that allow a better definition of the 
target of interest. The application of Grabcut is the most 
promising because it can cut the geometric structures of 
the image with precision when we can define well what is 
the background of the image.  
The convolutional layer algorithm is more challenging. 
Convolutional neural networks can extract interesting 
features from images and are very efficient in supervised 
algorithms. However, it is still necessary to establish a 
criterion that works well with the application of 
convolutional filters and provides good identification of 
structures of a certain type in an image. 
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