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Abstract 

The Finite-Offset Common-Reflection-Surface (FO-CRS) 
tomography is a fully automated methodology for inverting 
P-wave velocities using pre-stack seismic data. The 
inversion strategy is based on scanning semblance 
measurements in each common-midpoint gather, guided 
by the traveltime paraxial approximations of the FO-CRS 
method. By using the Very Fast Simulated Annealing 
(VFSA) optimization strategy, the proposed inversion 
algorithm aims to converge the objective function towards 
the global maximum, ensuring optimal estimation of the 
velocity model. In this study, we employ the seismic 
common-shot gather configuration, which utilizes a 
reduced number of FO-CRS parameters, to analyze the 
performance of the method. 

 

Introduction 

Accurate estimation of a velocity macro-model is crucial for 
reliable seismic interpretation of geological structures in oil 
and gas exploration. Various powerful methods, such as 
Tarantola (1984) and Virieux and Operto (2009), have 
gained popularity for velocity model estimation in complex 
geological environments. Nonetheless, seismic 
tomography continues to be an essential alternative for 
precise velocity inversion. 

Coherency measurements have been utilized in efficient 
velocity inversion strategies employing global optimization 
techniques for several decades. These methods aim to find 
the velocity model that best predicts reflection events in 
beam-stacked data or through the use of 
stereotomography or Normal-Incidence-Point (NIP) 
tomography (Landa et al., 1988; 1989; Prieux et al., 2012; 
Köhn et al., 2016; Mesquita et al., 2019). These 
approaches offer distinct advantages, including their 
independence from pre-stack time picking and their ability 
to avoid time data fitting. 

In the FO-CRS tomography strategy (Mesquita et al., 
2019), the inversion process initiates with the interpretation 
of seismic reflections on the time-migrated seismic section. 
Each interpreted horizon is converted to depth using an 

initial velocity model and image rays. A set of finite-offset 
central rays is then constructed through selected layers for 
a group of Common Midpoint (CMP) gathers along the 
model. Using the FO-CRS traveltime approximation 
(Jäger, 1999; Zhang et al, 2001; Garabito et al, 2011) and 
guided by the CMP gathers, coherency measurements are 
calculated using semblance as the objective function. 
Layer by layer, the interval velocities are optimized using 
the VFSA algorithm (Ingber, 1989) to maximize the 
semblance objective function. The VFSA algorithm 
ensures velocity updates even when semblance values are 
relatively low, based on a probability criterion. 

In this study, we analyze the performance of FO-CRS 
tomography by applying it to a synthetic dataset using the 
seismic common-shot gather configuration. This 
configuration offers the advantage of using a reduced 
number of FO-CRS parameters. Additionally, we examine 
the convergence of the method by analyzing semblances 
with different configurations. 

 

Method 

FO-CRS traveltime 
 
The travel time of the finite-offset paraxial ray, known as 
the finite-offset CRS stacking operator, can be expressed 
as follows for a central ray that starts at S with an initial 
velocity 𝑣𝑆 and a starting angle 𝛽𝑆, reflects at R in the 
subsurface, and emerges at the surface in G with a final 
velocity 𝑣𝐺 and an emergence angle 𝛽𝐺 . This expression 

assumes 𝑣𝑆 = 𝑣𝐺 = 𝑣0 and is based on the work of Zhang 
et al. (2001): 
 

𝑇𝐶𝑅𝑆
2 = [𝑡0 + (

1

𝑣0
) (𝑎1Δ𝑥𝑚 + 𝑎2Δℎ)]

2

+ (
𝑡0

𝑣0
) [𝑎3 − 𝑎4]Δ𝑥𝑚

2  

− (
𝑡0

𝑣0
) [𝑎4 − 𝑎5]Δℎ2 + 2 (

𝑡0

𝑣0
) [𝑎4 + 𝑎5]Δ𝑥𝑚Δℎ.      (1) 

 
The parameters in the expression are related as follows: 

𝑎1 = sin  𝛽𝐺 + sin  𝛽𝑆 , 𝑎2 = sin  𝛽𝐺 − sin 𝛽𝑆 , 𝐾 = 4𝐾1 −
3𝐾3,  𝑎3 = 𝐾𝑐𝑜𝑠2𝛽𝐺 , 𝑎4 = 𝐾2𝑐𝑜𝑠2𝛽𝑆, and 𝑎5 = 𝐾3𝑐𝑜𝑠2𝛽𝐺. 

Here, 𝑡0 represents the travel time along the central ray, 

while 𝛽𝑆 and 𝛽𝐺  correspond to the start and emergence 
angles of the central ray at the positions of the source S 
and the receiver G, respectively. ∆𝑥𝑚 =  𝑥𝑚 − 𝑥0 and ∆ℎ =
ℎ − ℎ0 represent the midpoint and half-offset 

displacements, where 𝑥0 = (𝑥𝐺 +  𝑥𝑆)/2 is the midpoint 

and ℎ0 = (𝑥𝐺 − 𝑥𝑆)/2 is the half-offset of the central ray 

with finite-offset. The quantities 𝑥𝑚 and ℎ represent the 
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coordinates of an arbitrary paraxial ray with finite-offset. 
The wave velocities at the source S and receiver G are 
given by 𝑣𝑆  and 𝑣𝐺, respectively. 𝐾1, 𝐾2 and 𝐾3 are the 
wavefront curvatures associated with the central ray, which 
are calculated at the respective emergence points 
(Garabito et al., 2011). 
        
For the common-shot (CS) condition, where the sources of 
the paraxial and central rays always coincide, the ∆𝑥𝑚 =
∆ℎ condition holds true. In this case, the FO-CRS 
traveltime approximation can be expressed as follows: 

𝑡2(∆ℎ) = [𝑡0 + 2
sin 𝛽𝐺

𝑣𝐺
∆ℎ]

2

+ 4𝑡0 [𝑘1

cos2 𝛽𝐺

𝑣𝐺
] ∆ℎ2 ,    (2) 

 
where it depends on the two attributes 𝑘1 and 𝛽𝐺  (Garabito 
et al., 2011). 

FO-CRS tomography (CS gather case) 

Starting with an initial depth-velocity model and a well-
interpreted migrated seismic section, we identify the 
desired reflection time horizons. Utilizing an image ray 
time-to-depth converter, we obtain a set of model 

parameters represented by the vector 𝐦 = {𝐙, 𝐕}, which 
encompasses the velocity values and layer interfaces in 
the depth model. The interface node vector 𝐙 = 𝐙(𝐕) is a 
function of the velocity vector in each layer. To determine 
the optimal 𝐦 = {𝐙, 𝐕}, we maximize the coherency 
calculated for all pre-stack trace gathers within a time 
window along traveltime trajectories, layer by layer 
(Mesquita et al., 2019). Figure 1 shows the flowchart of the 
step-by-step of the FO-CRS tomography method by 
considering the CS gather as the pre-stack input. 

 

 

Figure 1. Flowchart showing the step-by-step of the FO-
CRS tomography method using the CS gather 
configuration.  

Coherence measurement: Semblance 

Semblance (Neidell and Taner, 1971) is a commonly 
employed coherence measurement in the seismic stack 
process. It assesses the presence or absence of signals 
that exhibit correlation along the traveltime curves, which 
are calculated using the FO-CRS approximation. In the 

context of FO CRS tomography applications, the 
semblance function can be expressed as follows: 

𝑆2(𝐦) =
∑ [∑ 𝑎𝑖(𝑡𝑘)𝑁

𝑖=1 ]
2𝑤

𝑘=−𝑤

𝑁 ∑ [∑ 𝑎𝑖(𝑡𝑘)2𝑁
𝑖=1 ]𝑤

𝑘=−𝑤

 .                        (3) 

 
In this case, the vector of parameters m is represented as 
𝐦 = {𝐕, 𝐙(𝐕), 𝐖(𝐕, 𝐙)}, where 𝐕 is the velocity vector, 𝐙 is 

the depth vector, and 𝐖 = (𝑡𝑜, 𝐾2, 𝐾3, 𝛽𝑠 , 𝛽𝑔). The seismic 

signal amplitude 𝑎𝑖(𝑡𝑘) is indexed by the trace order 

number 𝑖 and the time 𝑡. The time index 𝑘 falls within a 

specified time window of width 2𝑤 + 1. The semblance 
function yields a value between 0 and 1, with values closer 
to 1 indicating a better obtained model. 

In the FO CRS tomography strategy, the objective function 
𝐸(𝐦) is defined as the arithmetic mean of all semblance 
values calculated within a layer (Mesquita et al., 2019). It 
can be expressed as: 
 

𝐸(𝐦) =
1

𝐿
∑ [𝑆(𝐦)]𝑗

𝐿

𝑗=1
 .                          (4) 

 
Here, L represents the number of CMP gathers analyzed 
per layer. 

In this study, for the purpose of comparing the 
convergence of the method, we will use a modified version 
of the semblance function (Mesquita et al., 2021), given by: 
 

𝑆̂𝑚(𝐦) = 1 −
∑ [∑ (𝑎𝑖𝑘 − Μ)𝑚𝑁

𝑖=1 ]𝑤
𝑘=−𝑤

∑ [∑ 𝑎𝑖𝑘
𝑚𝑁

𝑖=1 ]𝑤
𝑘=−𝑤

.                    (5) 

where 𝑎𝑖𝑘 = 𝑎𝑖(𝑡𝑘), 𝑚 is the order of the equation, and Μ 
is the median of a set of amplitudes along the FO CRS 
traveltime curve. 

Application 

We implemented our proposed approach to a synthetic 
geological model consisting of three homogeneous layers 
with velocities 𝑣1 = 1500 m/s, 𝑣2 = 1800 m/s, and 𝑣3 = 
2100 m/s, as illustrated in Figure 2. The yellow dashed line 
indicates the location of the analyzed CS gathers. In our 
simulation, the minimum and maximum offsets were 25 m 
and 1475 m, respectively, with 30 geophones spaced at 50 
m intervals. We utilized the FO-CRS central ray with half 
offset for the analysis. 

For this example, we analyzed six common-shots per 
layer, both with and without the inclusion of noise, with a 
signal-to-noise ratio (SNR) of 3 dB. Figure 3 ilustrates two 
examples of the first ten traces from the second shot, one 
without (a) and another with noise (b). In our convergence 
analysis, we considered both the conventional semblance 
and the modified semblance with median. Finally, we 
estimated the velocity model using FO-CRS tomography 
with the CS configuration in three cases: employing the 
second order semblance (conventional), the second order 
with median, and the fourth-order with median. In the 
inversion examples using VFSA, the search range for the 
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first layer was set between 1300 m/s to 1700 m/s, while for 
the second layer, it was between 1600 m/s and 2000 m/s. 
 

 

Figure 2: The synthetic velocity model comprises three 
layers with the following velocities: 𝑣1 = 1500 m/s, 𝑣2 = 

1800 m/s, and 𝑣3 = 2100 m/s. The dashed lines indicate 
the shot positions. The minimum and maximum offsets are 
25 m and 1475 m, respectively, with 30 geophones spaced 
at intervals of 50 m. 

 

Figure 3: Examples of the first ten traces from the second 
shot, illustrating the cases without (a) and with (b) the 

addition of noise. 

Results 

In the first part of the analysis, we examined the maximum 
semblance-velocity pairs for each shot throughout the 
model by scanning velocities with 2 m/s increments within 
the range of 1200 m/s to 1800 m/s for the first layer, and 5 
m/s increments within the range of 1600 m/s to 2000 m/s 
for the second layer. Table 1 presents the results of the 
analysis using the second-order conventional semblance 
serving as the objective function, with a noise-free dataset. 
Similarly, Table 2 presents the same experiment with the 
inclusion of noise in the dataset. This comparison revealed 
minimal variation in the results with and without noise for 
some shots. However, for others, this variation reached 
around 45 m/s. This also indicate that the curvature of the 
interfaces and the structural complexity of the medium can 
affect the obtained values in each region of the model.  
 
The convergence test was performed using the noisy 
dataset, with a focus on the first layer. Two different 
semblance functions were considered: the conventional 

second-order semblance and the second-order semblance 
with median. Figures 4 and 5 illustrate the results for 10 
analyses for each semblance. The standard deviations 
acquired for the estimated velocities in each case were 
5.5821 m/s and 3.4423 m/s, respectively. In other words, 
the semblance with median provided greater uniformity in 
the results. 
 

 
Figure 4: Convergence analysis for 10 tests and 500 
iterations in the first layer using the second-order 
conventional semblance as the objective function. In this 
case, the standard deviation of the estimated velocities 
was 5.5821 m/s, with a search range between 1300 m/s 
and 1700 m/s. 
 

 
Figure 5: Convergence analysis for 10 tests and 500 
iterations in the first layer using the second-order 
semblance with median as the objective function. In this 
case, the standard deviation of the estimated velocities 
was 3.4423 m/s, with a search range between 1300 m/s 
and 1700 m/s. 

The results of the final test, using FO-CRS tomography 
with the CS configuration, and adding noise to the dataset, 
are presented in Figures 6 and 7. Figure 6 illustrates the 
model with the initial velocities of layers 1 and 2, 𝑣1 = 1300 

m/s and 𝑣2 = 1600 m/s, respectively. Figure 7 shows the 
estimated final model after 100 iterations, with velocities 
𝑣1 = 1477 m/s and 𝑣2 = 1777 m/s. Tests were also 
conducted with second- and fourth-order semblance with 
median. For these two cases, the obtained velocities were 

𝑣1 = 1483 m/s and 𝑣2 = 1808 m/s; and 𝑣1 = 1483 m/s and 

𝑣2 = 1778 m/s, respectively, indicating velocities slightly 
closer to the exact values. 
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Figure 6: Initial velocity model, with the red curves 

representing the exact interface positions. 𝑣1 = 1300 m/s 

and 𝑣2 = 1600 m/s. 

 
Figure 7: Estimated velocity model after 100 iterations, with 
the red curves representing the exact interface positions.  
𝑣1  = 1477 m/s and 𝑣2 = 1777 m/s. 

 

 
Table 1. Results of the shot-by-shot analysis using the second-order conventional semblance as the objective function for the 
noise-free dataset. 

 Shot 1 Shot 2 Shot 3 Shot 4 Shot 5 Shot 6 

Layer 1 
𝑣1 = 1478 m/s 

𝑆2 = 0.8990 

𝑣1 = 1516 m/s 

𝑆2 = 0.3816 

𝑣1 = 1474 m/s 

𝑆2 = 0.6656 

𝑣1 = 1484 m/s 

𝑆2 = 0.4894 

𝑣1 = 1506 m/s 

𝑆2 = 0.6050 

𝑣1 = 1456 m/s 

𝑆2 = 0.7551 

Layer 2 
𝑣2 = 1760 m/s 

𝑆2 = 0.8216 

𝑣2 = 1785 m/s 

𝑆2 = 0.7272 

𝑣2 = 1800 m/s 

𝑆2 = 0.8953 

𝑣2 = 1790 m/s 

𝑆2 = 0.9064 

𝑣2 = 1795 m/s 

𝑆2 = 0.9040 

𝑣2 = 1840 m/s 

𝑆2 = 0.8694 

 
Table 2. Results of the shot-by-shot analysis using the second-order conventional semblance as the objective function for the 

noisy dataset. 

 Shot 1 Shot 2 Shot 3 Shot 4 Shot 5 Shot 6 

Layer 1 
𝑣1 = 1478 m/s 

𝑆2 = 0.8812 

𝑣1 = 1516 m/s 

𝑆2 = 0.3877 

𝑣1 = 1504 m/s 

𝑆2 = 0.2397 

𝑣1 = 1484 m/s 

𝑆2 = 0.4886 

𝑣1 = 1506 m/s 

𝑆2 = 0.5641 

𝑣1 = 1456 m/s 

𝑆2 = 0.7346 

Layer 2 
𝑣2 = 1765 m/s 

𝑆2 = 0.7731 

𝑣2 = 1740 m/s 

𝑆2 = 0.5860 

𝑣2 = 1800 m/s 

𝑆2 = 0.7916 

𝑣2 = 1800 m/s 

𝑆2 = 0.8359 

𝑣2 = 1770 m/s 

𝑆2 = 0.8002 

𝑣2 = 1795 m/s 

𝑆2 = 0.8066 

 

Conclusions 

This study presented a brief investigation of FO-CRS 
tomography using the common-shot configuration, 
including an analysis of different semblance functions, 
convergence, and the inversion of a synthetic velocity 
model. The results indicate that the method performs 
effectively with the proposed configuration, providing the 
advantage of employing only two FO-CRS parameters 
compared to other source-receiver configurations. 
Different objective functions were also evaluated, 
highlighting a slightly advantage of second-order 
semblance with median. Additionally, the addition of noise 
did not significantly affect the results, as evidenced by the 
examples. 
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