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Abstract.  

Deep learning (DL) gained great importance in geophysics exploration due to its great 
generalization capacity [1], which allows the prediction of complex system states. This ability can 
be leveraged in various applications in the oil and gas industry, such as seismic denoising. 
However, the difficulty of applying and exploring the different methods often lies in the lack of 
open datasets that can be used as a benchmark, given their scarcity, which makes testing and 
reproducibility of results difficult. This work presents a benchmark dataset of synthetic seismic 
data with real extracted swell noise and introduces a new evaluation metric that can capture small 
variations in model results. Additionally, a comparison between two widely known DL-based 
denoising models is performed on the proposed dataset, which constitutes a benchmark for 
accelerating the development of new solutions for seismic data denoising. The results show the 
effectiveness of the models for the seismic data-denoising task. However, the preservation of 
signal integrity remains a challenging problem. 

 

The proposed benchmark dataset is composed by the addition of real swell noise to synthetic 
seismic data. The synthetic data is the simulation of the seismic responses of Marmousi [2] and 
SEAM [3], two open-source structural models, and was used to generate four synthetic datasets. 
The noise data were obtained from a filtering process of raw seismic data from two different 
acquisitions. Since the noise data were on a different scale, a rescaling process was needed 
before being added to the synthetic clean data. The noise rescaling was calculated to obtain the 
desired signal-to-noise ratio (SNR) from the noisy data (clean synthetic data + real noise). The 
two real noise files were combined with four synthetic seismic datasets at four different noise 
levels. The noise files were rescaled to a desired SNRe of the noisy data L = 1, 2, 5, and 10, 
resulting in 16 noisy data files. Two supervised image denoising DL methods were used to test 
the proposed benchmark dataset: the Fully Convolutional Network (FCNN) [4] and the generative 
module of SRGAN [5], [6]. To quantify the results of the models, a new metric called signal-to-
noise relative ratio (SNR2) is proposed. The SNR2 is a relative measure that is calculated as one 
minus the ratio of the original data’s SNR and the model prediction’s SNR. This metric allows 
small variations in the model results to be recorded. To test the robustness of the models and the 
difficulty of the database, 32 different experiments were performed in a cross-validation fashion, 
taking into account the noise level and the seismic file. These experiments can be used as 
benchmarks for future works, and the noise files can be combined with other values of SNR or 
with different seismic data to generate new data. The results show that the proposed metric is 
highly sensitive to the mistakenly removed signal in the denoising process. To obtain higher SNR2 
values, the model must mitigate the noise and preserve the signal. The proposed benchmark 
dataset can be used to develop future DL models for seismic denoising since it presents a 
challenging open problem. The models tested reached similar values across all experiments 
when evaluated by the SNR2 metric, and were able to mitigate the noise component even in the 
files with high noise levels.  
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