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Introduction.

We describe the challenges and adaptations for a Marchenko-based internal multiple modeling
method deployed on a Kubernetes cluster using spot instances from a cloud provider.

The application was developed to model upgoing internal multiples in ocean bottom sensor (OBS)
datasets. These datasets are typically organized into common receiver gathers, with receiver
gathers designated as the outer loop in the parallelization scheme. This loop could be modeled
as a bag of tasks parallelism problem. The application implements intranode parallelism to
compute multiples for each trace in the common receiver gather and supports fine-grained
checkpointing.

The bag-of-tasks parallelism was implemented using the Ray framework. This framework
includes a Kubernetes component called the KubeRay Operator, which provisions and auto-
scales Ray clusters using spot instances. Checkpoint data is stored on a managed Lustre
filesystem deployed within the cluster.

Theory

The proposed solution minimizes modifications to the existing geophysical application, which
currently runs on traditional on-premises HPC clusters. For example, leveraging a managed
Lustre filesystem eliminated the need to refactor the application for direct interaction with an object
storage service.

Deploying the computation on a Kubernetes cluster proved advantageous, as it enabled
leveraging the ecosystem for job orchestration (via Argo Workflows/Events) and the KubeRay
Operator, which greatly simplified spot instance utilization. The solution is largely cloud-agnostic,
though the managed Lustre filesystem dependency limits portability, as it is not universally
available across cloud providers.

Conclusions
The chosen software stack enabled rapid migration of the application to the cloud with spot
instance integration. Despite being originally designed for on-premises HPC systems, the

geophysical application ran successfully on a Kubernetes cluster using spot instances without
requiring code modifications.
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