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An inverse-scattering sub-series for predicting the correct spatial location of reflectors:

Initial analysis, testing and evaluation
Simon A. Shaw (BP, shawsa@bp.com)

Abstract

The inverse scattering series inverts for medium
properties from only the measured wavefield and
information about a chosen reference medium.
Motivated by the need to successfully image targets
beneath complex overburdens, there is new research
into the potential of this series to perform the specific
inversion task of seismic depth migration without
requiring a priori information about the Earth’s
properties. A sub-series of the inverse scattering
series has been identified that is responsible for
locating seismic events in depth with reflection data.
To evaluate the efficacy of this sub-series for
imaging, it is systematically exposed to varying
degrees of realism, under controlled conditions. This
paper summarizes an initial analysis of the behavior
of the imaging algorithm in 1-D when the contrast
between actual and reference media is varied, and
when truncating frequency and time apertures. As
predicted analytically, it is found that the performance
improves when the contrast is reduced and when the
maximum frequency is lower. Finally, it is
demonstrated that the algorithm remains effective
even when missing zero frequency.

Introduction

Seismic imaging through complex media (e.g., salt,
basalt and karsted sediments) is one of the most
difficult problems facing exploration seismologists.
This is because the accuracy of current methods for
imaging seismic data is heavily dependent on the
degree to which we can estimate Earth properties
above the target. For example, with traditional
migration algorithms, to focus an image at the correct
depth, the algorithm must be supplied with the precise
velocity. Consequently, a great deal of research has
been conducted into methods that improve our ability
to estimate seismic velocities. An alternative
approach is to research new methods of imaging and
inversion that are more flexible in their assumptions
about the degree to which we already know the
Earth’s properties. In this paper, we discuss one of

these new candidate methods, and present some early

results of tests that assess the method’s robustness
under realistic data conditions.

Following the successful development of inverse
scattering algorithms to remove free-surface and
internal multiples (Weglein et al. 1997), new research

is aimed at examining the potential of this series to
migrate seismic reflection data to the correct depth
without knowing the velocity (Weglein et al., 2000).
By separating inversion tasks, terms in the inverse
scattering series have been identified that are
responsible for locating reflectors in their correct
spatial location (Weglein et al., 2001a). Collectively,
these terms constitute an inverse-scattering sub-series
for imaging. Assumptions of this algorithm are that
the source wavelet is known, and that multiple
reflections have been removed from the data. It can
be generalized to 3-D, and with wave equations for
Earth models of increasing complexity.

1-D Inverse Scattering Sub-Series for Imaging

For a wave traveling in a 1-D constant density
acoustic medium, the pressutg,w) is governed by

Eléﬂ“w—Z(l—G (Z))EP(Z,CO) =0 (1)
|j1Z CO l:l

wherewis the angular frequency is the
homogenous reference velocity= k°a and k =
Wec,. In this context, the inverse problem is to
determinea where

o=a,+a,+... ).

The inverse series can be solveddgra,,... and for
the 1-D normal incidence case, a subset of terms,
Omign, that focuses the input reflection data at the
correct depth have been identified (Weglein et al.,
2001b) as
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In this particular casey; consists of step functions
with interfaces at depths thatwould predict from

the data’s travel times. When the actual velocfty
above a reflector is not equaldg thena; will

predict the incorrect depth. Successive terms in the
imaging sub-series can be visualized in 1-D as a
series for a corrective box-like function that, in effect,
removes the interfaces at the incorrect depth and
creates the interfaces at the correct depth.
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Figure 1: Mode of asingle layer with velocity c;.

Consider the simple caseillustrated in Fig. 1, for a
single layer with velocity ¢;. We assume that
multiples have been removed and the wavelet is zero
phase with unit amplitude. We choose the reference
velocity to be ¢o. Then, for anincident plane wave, o,
will be the difference of two step functions, i.e., a box
starting at @ and ending at the pseudo depth 4', as
illustrated in Fig. 2. The task of imaging at the correct
depth can be interpreted as the portions of a, + oz +

. that construct the dashed box starting at »' and
ending at b.

Convergence and Rate of Convergence
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Figure 2: Interpreting the task of moving the reflector

from pseudo depth 4’ to actual depth b for the case where

Cc1>Co and Cc1>Co.

7

Consider the misplaced reflector in Fig. 2, where a, is
abox froma to ' that needs to become a box from a
to b. The box that moves b' to the correct depth b
(illustrated by the shaded region) is Fourier
transformed and then the expression €¢*) is
expanded in its always-convergent Taylor Series

nl

D) = i[ik (b -b)

Then, to within ascalar i”nulti plier, the shaded region
can be written (Weglein et al. 2001b)

e ) = [ik(p' - b))

H(z - ZbIkZ

Hence the move from the incorrect depth b' tothe
actual depth b consists of a sum of delta functions and
derivatives of delta functions centered at »' and

dk(4).
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weighted by functions of the distance (b'—b). This
series converges for any finite k(b' — b). Furthermore,
for this 1-D, constant density, acoustic model,
proximity of b to b' and absence of very high
frequencies will aid the rate of convergence.

Approach to Analysis and Testing

Once an agorithm has been derived and
comprehended analytically, the next step isto
investigate whether it will be robust and effectivein a
practical setting. We begin our numerical analysis by
testing the algorithm with ideal input data, and by
varying the Earth model parameters. The Earth model
isavariable over which we have no control in the real
world and therefore constitutes the critical first test. If
the algorithm is not effective (by some reasonable
measure, e.g., series convergence) having idealized
the conditions that we are able to influence, then
further testing is unwarranted, and we must seek a
new algorithm.

On the other hand, if the algorithm is found to be
effective for a practical suite of Earth parameters,
then we can investigate its performance with
imperfect input data. Data are imperfect when they
are aperture-limited (e.g., frequency band-limited) or
when an assumption in the method is violated (e.g.,
added noise, residual multiple, or an unknown
wavelet). It is expected that there will be some lossin
effectiveness when the method assumptions are
violated, but an understanding of the algorithm’s
sensitivity under these conditionsis essential to
developing a practical algorithm for field data.

In this paper, we consider the 1-D manifestation of
the algorithm, and so we have only a single degree of
freedom in our data. The sensitivities of the imaging
sub-series to frequency bandwidth, time aperture, and
contrast (between actual and reference media) are
analyzed numerically.

1-D Numerical Analysis

To analyze the response of the imaging sub-series
(Eqg. 3) to different input data attributes, we have
performed a suite of numerical tests for the model
illustrated in Fig. 1. A summary of thesetestsis
presented here.
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Figure 3: Band-limited (0-125Hz) imaging sub-series

components from the first three terms of the inverse series

(a;3). Model parameters are ¢,=2000m/s, ¢;=2200m/s,

¢,=2010m/s, a=120 m, b=164 m.

Figure 3 shows the individual components of gy,
from the first three terms of the inverse series, for a
chosen set of model parameters described in the
caption. The black box is a4, and the components
from a, and a3 are colored red and blue. The sample
rate is higher than the maximum freguency in the
data, so the data are not aliased. The trace length is
640 ms, which is long enough to mitigate a truncation
of the time aperture. Studying Fig. 3, besidesthe a
box, the two highest amplitude components are a
band-limited delta function (a sinc function) and a
derivative of a sinc function, both centered at '
When summed, these two terms act to extend the
misplaced interfacein a; from b’ towards b. Thisis
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Figure 4. Imaging sub-series for 0-125Hz band-limited
input data. The model is described in Fig. 3. (i) d/dz[a4(2)]
equivalent to migration with the reference velocity. The
second reflector is misplaced at 4. (ii) Sum of the imaging
sub-series using three terms in the inverse scattering series.
(iii) Depth derivative of result in (ii) shows the location of
the lower reflector has moved from &' towards b.

demonstrated in Fig. 4 where panel (ii) showsthe
sum of the imaging terms, o g, and panel (iii) shows
the derivative of thisresult where the reflector at b’
has moved approximately 87% of the distance to b
using, what is essentially, two terms beyond
conventional imaging. With all other model and data
parameters remaining constant, if we truncate the
time aperture from 640 msto 320 ms, and recalculate
Omigr, With the same number of terms then the move
from b' to b loses some effectiveness, but still
manages 75% of the total distance.

Figure 5 (i-iv) shows the component imaging terms
for a suite of four different permutations of ¢o, ¢; and
¢2. Panel (i) isthe same example asin Fig. 3. For each
possible Earth model, when the terms are summed,
the deeper reflector moves from incorrect depth, »', to
correct depth, b.

v . 0y b

02}--

=]
=

Amplitude
L]

s

=]
[N

]
w >
N

005 -}

(=]
=

0.05

Amplitude

0.15 ; o R

- A I i s
1200 10 160 180 120 140 160 180

Depth {m) Depth {m)

Figure 5: A suite of different Earth model parameters ¢, and
¢o. Input data are band-limited (0-125Hz) and imaging sub-
series components from the first three terms of the inverse
series (0,3) are displayed. Parameters are ¢;=2000m/s,
a=120 m, b=164 m and (i) ¢;=2200m/s, ¢,=2010m/s; (ii)
¢1=1800m/s, ¢,=1990m/s; (iii) ¢,;=2100m/s, ¢,=2200m/s;
(|V) cl=1900m/S, 62:1800rn/3.
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Results for 0—70 Hz band-limited input data have
been studied. As predicted analytically, the
convergence properties of the imaging sub-series
improve for lower maximum frequency. In this case,
the move from b’ to b is achieved with the three
terms.

The effect of increasing the contrast between the
actual medium and the reference medium has been
examined. When the contrast isincreased to 15%
(from 10% in Fig. 4) then the deeper reflector moves
63% of the distance from &' to b as opposed to 87%,
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using three termsin both cases. If this contrast is
reduced from 10% to 5% then we find that, using
three terms, the reflector at ' isrelocated to a depth
even closer to b, about 8% of (b' —b) beyond b.

We have removed the zero frequency component of
the input data, and recal culated the same sub-series
terms as before. When these terms are summed, we
get the results displayed in Fig. 7(iii) that shows the
misplaced reflector at ' moves approximately 85% of
the distance to b. If the same data are also truncated in
time from 640 ms to 320 ms then we get the result
shown in Fig. 8, where the move is approximately
50% of (b' —b). Thistime, the reflector at a has
moved shallower.
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Figure 7: Missing zero frequency: band-limited (1-125Hz)
imaging sub-series for the model described in Figure 3.
Panels (i—iii) are described in Fig. 4.

] . 4 1o} 100~ | TR R
: ' q
MOf------ g 4 MOpy o] 10 e e Z) ----- 4
120——>—.|120 ; 120*7;3
130}----- i} ------ 130 -~ - 1300------ ¢ D~ -
T E— (’ 777777 R L] e e T R T ] SRR ¢ - [ R
_= ' ' d
= ) H
Sasof----- - 4 1s0f-- 150 f----- <>- ----- -
D ! >
%0 —<——h'16[| 160 i——b'
|- — —|b T — — |
- I .
70f------ (------ 4 W0H-PH-- 10F----- ¢ - E
: )
80|y 4 wop 190 ------ {------ B
190 ------§------ 4 190 : 190p------§------ E
20 0 2 005 0.05 0 0.05

Amplitude

Figure 8: Truncated input data in time and missing zero
frequency: band-limited (1-125Hz) imaging sub-series for
the model described in Figure 3. Panels (i-iii) are described
inFig. 4.
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Conclusions and Future Work

Under a controlled suite of numerical tests
summarized here, we have found the convergence of
the inverse scattering sub-seriesfor imaging in 1-D is
effective for all the tested Earth model parameters
with idealized input data. As anticipated, optimal
results are achieved when our input data contain low
frequencies, when the maximum frequency is lower,
and when the contrast between the reference medium
and actual medium is reduced. It remains effective
even when missing zero frequency.

We plan to investigate recasting the algorithm with a
view to better separating the tasks of imaging and
inversion. As presented, the imaging series starts with
abox-like function, a4, whose amplitude isrelated to
an inversion for the medium parameters — a different
task. If we can re-express the algorithm in terms of a
spike-like function, there is a precedent for being able
to further improve the robustness of an algorithm that
performs just a single task on our recorded data.
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AVO analysis based on purely kinematic imaging
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Summary

If we assume that the kinematic imaging problem is
solved, we get valuable macrovelocity model and depth
description of the nterfaces. By means of ray tracing,
these results can be used to extract reflected signal com-
ing from a common reflection point (CRP), ensuring that
the interface characteristics don’t vary from trace to trace
for the selected event. Velocity field, interface location dip
and curvature and medium characteristics can be used to
derive a geometrical spreading correction factor that will
be used to compensate the recorded signal, giving the true
amplitude reflected signal.

We use a synthetic data set computed with finite dif-
ferences. The reference model is a simple reservoir like
structure, in an off-shore context, which is perturbated,
for compressional and shear velocities in the sub reflector
medium in order to keep travel times unaltered while sub-
stantially modifying the amplitude of the reflected signal.

In this paper, we compare this approach to conventional
AVO analysis of sesmic data.

Introduction

Beyond imaging, analysis and iterpretation of the am-
plitude of the reflected signal is a key point of complete
interpretation of seismic signal, especially in reservoirs.
Instead of trying to perform preserved amplitude pro-
cessing, which is time consuming and quite difficult, one
can use purely kinematic processing which allows for a
quite good geometrical description of the nterfaces. One
extra result of this process is a macro velocity field.

Once reflector geometry and velocity field are known, dy-
namic ray tracing is an efficient tool to estimate geometri-
cal spreading (Rousset et al., submitted). Raw amplitude,
corrected for geometrical spreading is a good estimate of
the true amplitude variation with offset. In case where
the amplitudes are measured in a common reflection point
gather (CRP) this gives an accurate measure of the local
reflectivity of the interface. Additional amplitude param-
eters, such as amplitude transmission losses on the main
interfaces can also be taken into account.

We analyze amplitude versus offset and amplitude versus
angle, since ray tracing allow us to know the incidence
angles on the target reflector.

Our analysis consists in the three following steps:

1. Synthetic data are computed with 2-D P-Sv finite
differences, alowing for 2-D accurate computation of
AVO/AVA and cylindrical divergence. This kind of
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Fig. 1: Dome-like compressional vel ocity model
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Fig. 2: Dome-like shear velocity model

modelling has a built-in ability to take into account
change of reflectivity with model parameters and the
angle of incidence.

2. We can then use the the velocity field to compute
the arrival times and geometrical spreading correc-
tionb factor for a CRP, ensuring that the illuminated
surface is as small as possible.

e Since the true vebcity field is known, we can
use it to get an exact solution.

e We also investigate the consequences of a less
perfectly known velocity model, like it would
be in “real” processing.

3. Geometrical spreading correction factor is applied to
the extracted AVO curves. AVO curves are discussed
and compared to conventional AVO analysis.

Synthetic data computation

Computations have been carried on using the veloc-
ity/stress formulation on a staggered grid (see Tab. 1
for parameters), allowing for P and S, waves to appear
and interact (Virieux, 1986). This numerical scheme is
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Fig. 3: Synthetic zero offset section. Redlines indicate primary
reflections on the water bottom and the top of the dome

appropriate for taking into account water/solid transi-
tion. Small vertical grid space (and consequently high
computation time) is required to minimize scattering on
the discrete edges of the water bottom.

Close to the free surface, pressure tends to be null and par-
ticle velocity comes to vertical, making comparison with
ray tracing amplitudes difficult. Sources and receivers are
thus placed 85 meters under the upper free surface. One
drawback of this particular acquisition design is the ap-
pearance of strong and long period ghosts and multiples.
Long offset ringing data have therefore been muted in
subsequent processing.

Number of shots 65

Shot spacing 10 m
Type of receivers Pressure
Number of receivers | 201
Hydrophone spacing | 5 m
Final time sampling | 1 ms

X grid size 0.8 m

Z grid size 0.2m
Time step 0.044 ms

Table 1: Synthetic data computation parameters

Figure 3 presents the zero offset section of the illuminated
part of the model. Note the triplication caused by the
inner part of the dome and the good fit with ray-traced
arrival times.

Kinematic processing

Two different processing are applied, one uses the exact
velocity field used to compute the synthetics. The other
one is derived from a sandard imaging process.

As an example, one can see the result of prestack Kirch-
hoff depth migration without weights applied to the ref-
erence data, equalized with AGC.

Conventional tools for velocity analysis migration velocity
analysis etc are used to derive a velocity model. T

1740
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Dynamic ray tracing

Using the real velocity field, selected Common Reflection
Points gathers can be computed. Using CRP gathers en-
sures that medium properties and geometrical character-
istics (dip and curvature) do not vary for the reflection
event and allows a direct comparison with the depth mi-
grated images. One drawback of this choice is that CRP
gather is event dependent and another is that it relies on
the velocity model.

CRP gathers are computed by first choosing the CRP
and second looking for the rays corresponding to a reg-
ular sampling in offset. Amplitudes are linearly interpo-
lated in the source/geophone space to match CRP gather
traces locations. Finite differences events amplitudes are
picked as the maximum of the analytic traces, avoiding
phase variations and small picking errors, in a time win-
dow centered on the predicted travel time.

Dynamic ray tracing allows to know the arrival time of
the reflected event. It also allows to estimate the three
factors which influence the predicted amplitude:

1. Geometrical spreading (cylindrical for line source
and receivers)

2. Focusing and defocusing due to reflector curvature
using the optical conjugate equation (de Bazelaire
and Derain, 1988)

3. Model reflectivity, computed using Vp, Vs, p and
incidence angle (Aki and Richards, 1980).

AVO analysis

Results from 2 selected CRP’s are shown below (fig. 5
and 6). For each one, the following diagrams are given:

1. On the left, the CRP gather, extracted from raw
data, without any amplitude correction. The traces
are positive, since we have represented the analytic
amplitude, removing the waveform. In red is the
picking window derived from the ray-tracing.

2. The ray pattern illustrates the CRP position as well
as the ray-paths. Longer ray paths can explain lower
amplitudes, even with a higher reflectivity.

3. Lower left figure shows the picked amplitude in the
synthetic data (crosses) along with the computed
amplitude with ray-tracing. Since the seismic source
in the finite difference computation is not calibrated,
all the amplitudes have been normalized with respect
to the first ray amplitude of CRP 162.

4. Upper right figure shows the geometrical spreading
computed with ray-tracing.
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Fig. 4: kinematic processing

5. Lower right figure shows the true reflected amplitude
from the selected event. It is obtained by correct-
ing the raw amplitude with the geometrical spread-
ing factor. This correction corrects the reflectivity
for the apparent ray length but not for the loss of
energy due to the differences in transmission coeffi-
cients during the trip of the various rays in the CRP.

Conclusions
To conclude this study, we can say that :

e this procedure enhances AVO anomalies due to litho-
logical changes only and helps to discriminate be-
tween other origin for the change in amplitude;

e unlike preserved amplitude prestack migration, it
can be used on selected targets only, saving com-
putation time;

e it is conceptually easy to extend these results to 3-D
data sets, using an adequate ray tracing code.
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Common-Reflection-Surface Stack and attributes
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Abstract

The Common-Reflection-Surface Stack which has
been established over the past years as an alter-
native to standard data-driven imaging techniques
not only yields high-quality stack sections from
multi-coverage reflection pre-stack data but also
provides—as by-product to the stacked section—
important wavefield attributes. With the knowl-
edge of the near-surface velocity only these at-
tributes can be extracted from the stacking pa-
rameters which constitute the Common-Reflection-
Surface stacking operator. The wavefield attributes
are of use for a multitude of seismic applications.
These include among others the computation of the
geometrical spreading factor, the determination of
the projected Fresnel zone, or the inversion of the
macro-velocity model.

Introduction

Primarily, the Common-Reflection-Surface (CRS)
Stack has been introduced to simulate zero-offset
(ZO) sections from 2-D seismic reflection pre-stack
data (Miiller et al., 1998), where sources and re-
ceivers are supposed to be located on a straight
measurement line (the seismic line). To avoid con-
fusions, we want to refer to this case in the follow-
ing as the ZO CRS Stack. The ZO CRS operator is
derived by means of paraxial ray theory and has a
three-parameter description. If the near-surface ve-
locity in the vicinity of a coincident source /receiver
location is known the three stacking parameters
determined by means of a coherency analysis di-
rectly from the data (Jager et al., 2001) can be
related to important wavefield attributes. These
attributes are the wavefront curvatures of two hy-
pothetical waves at the coincident source/receiver
location and their identical propagation direction
(emergence angle) at this point. In this way the
stacking parameters obtain a “physical” meaning:
as the description of the ZO CRS stacking opera-
tor is based on the assumption of curved reflector
segments in the subsurface, one can deduce infor-
mation about the reflectors’ positions, dips, and
curvatures from the wavefield attributes. In case
of varying elevations along the seismic line, the pa-

tGeophysical Institute, University of Karlsruhe, Ger-
many

rameterization of the ZO CRS stacking operator
has to be modified to obtain wavefield attributes
with a well-defined geometrical meaning. In the
first part of this contribution, we therefore intro-
duce the modified ZO CRS stacking operator where
the parameters give attention to the influence of the
curved measurement line.

Moreover, the three-parameter ZO CRS stack-
ing operator has been recently extended to sim-
ulate any specified 2-D finite-offset (FO) section
(e.g., a common-offset (CO) section), where now
five stacking parameters constitute the FO CRS
stacking operator (Zhang et al., 2001). With the
FO CRS stacking operator the reflection event for
an arbitrary offset can be approximated. There-
fore, also large-offset reflections can be utilized in
the FO CRS stacking process. Zhang et al. (2001)
related the five parameters to wavefield attributes,
thus, giving the parameters a geometrical meaning.
These attributes are two angles and three wavefront
curvatures, which can enter, for instance, into the
calculations of the geometrical spreading factor or
can be used in techniques like Stereotomography
(Billette and Lambaré, 1998). In the second part of
this contribution, we outline the FO CRS method
and its application.

Zero-offset CRS Stack for a
curved measurement line

For the ZO case, the three stacking parameters
of the CRS stacking operator for 2-D media can
be related to wavefield attributes if the near-
surface velocity in the vicinity of the coincident
source/receiver (in the following denoted by SG)
location is available. Theses attributes are asso-
ciated with the two so-called hypothetical eigen-
waves which are the normal-incidence-point (NIP)
wave and normal (N) wave (Hubral, 1983) prop-
agating along the ZO (normal) ray. The wave-
field attributes are given by the emergence angle
B of the eigenwaves and the wavefront curvatures
Knrp and Ky, respectively, determined at SG. If
sources and receivers are located on a curved mea-
surement line, the influence of the topography on
the data-determined attributes have to be taken
into account to properly evaluate 8, Knrp, and
Ky. If we denote the uncorrected values of the
three wavefield attributes derived from the data ,
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centranormal) ray

Figure 1: a): The seismic line has in the vicinity of SG the curvature Kg which is indicated by the circular
arc (depicted in light gray). « is the local dip of the seismic line, 8 is the angle between the central ray
and the normal to the seismic line at SG, and 8* is the angle between the central ray and the vertical line
through SG. b): Definition of source and receiver coordinates of a paraxial ray for a curved measurement

line with respect to SG.

i.e. the values based on the assumption of a straight
measurement line, by 8%, Kjp, and K then the
correct values 3, Knyrp, and Ky are given by the
following relations:

pr=p8-a (1)
K p cos’ B* = Kyrpcos® B — KgcosB (2)

K3 cos? B* = Kycos®’ B —Kgcosf3,  (3)

where « denotes the dip and Kg the local curva-
ture of the seismic line at SG (see Figure 1a). Both
parameters are assumed to be known. Please note,
K is positive if the curved measurement line falls
below its tangent at the SG. Substituting these
relations into the ZO CRS stacking operator (as
given, e.g., by Mann et al., 1999) yields

. 2
t2 = <t0 +2 Slnﬂ .Z'm>

v
2

+t—(KNcos2B—KgcosB)x,2n (4)
0
2 2 2

+ ™ (Knrpcos® B — KscosfB) h”,
0

where tg is the traveltime along the central ray and
v denotes the near-surfave velocity at SG. The off-
set 2h and midpoint x,, refer to the projections
of all shot-receiver pairs in direction of the surface
normal at SG onto the tangent at this point (see
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Figure 1b). Comparing the coeffients of the travel-
time formula (4) with the hyperbolic traveltime

. 2
2 = <t0 o sinf xm>
v

(554 ()4

of Schleicher et al. (1993) one can immediately ex-
press the elements A and B of the 2x2 surface-
to-surface ray propagator matrix in terms of 3,
Knrp, Ky, and Kg. Using symmetry properties
of the propagator matrix for a normal ray, the two
other elements of the propgator matrix C and D
can be expressed by A and B (C = A*/B - 1/B
and D = A, see Schleicher et al. (1993)). Thus, the
elements of the propagator matrix read

()

1 2Ks
A=—— | K Ky — 6
Knrp— KN < NP+ BN cosB) (6a)
1 2v
B = 6b
Knip— Kn <COS25> (65)
C = 1 <2KN[PKNCOS26
~ Knrp— Ky v
cos BK 2K?
—2(KN1P+KN)$ +TS> (6¢)
1 2Ks
D=——|K Ky — . (6d
KNIP—KN< NIP AN cosB) (6d)

The elements of the surface-to-surface ray
propagator matrix are of use for a multitude of
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1
2

2
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seismic applications, like the calculation of the geo-
metrical spreading factor which plays an important
role in true amplitude migration, or the determi-
nation of the Fresnel zone. These application are
explained in detail by Schleicher et al. (2001).

Finite-offset CRS Stack

For the FO CRS Stack we use the five-parameter
formula (7) as stacking operator which has been de-
rived by means of paraxial ray theory (Zhang et al.,
2001). The two linear parameters are the incidence
angle s at the source S and the emergence angle
Ba at the receiver G of the central ray. Source and
receiver of the central ray have a finite half-offset hg
and the midpoint coordinate xo. They are located
on a straight measurement line. The quadratic pa-
rameters are given by K, Ko, and K3. K is the
wavefront curvature at G of a common-shot wave
which originates in a point source at .S and propa-
gates along the central ray to G. K» and K3 are the
wavefront curvatures of a fictitious wave at S and
G, respectively, for which each paraxial ray that
starts at the point x¢g — h on the measurement line
emerges after reflection at x9+h. The five wavefield
attribute 8s, Bg, K1, K2, and K3 can be evaluated
from the stacking parameters determined in the FO
CRS Stack if the near-surface velocities vg and vg
at S and G, respectively, are available.

One important feature of the FO CRS Stack
is the ability to handle wave-type converted reflec-
tions as there could be any type of wave traveling
along the central ray. For example, for a primary
reflected wave with a P-S conversion on the reflec-
tor, vs has to be set to the wave propagation ve-
locity of P-waves and vg to the wave propagation
velocity of S-waves.

In Figure 2, we show a synthetic data example
where the angles 85 and g determined with the
FO CRS method for primary reflection with half-
offset h = 0.5 km are compared to the forward-

calculated values computed by ray-tracing. The
four figures from the top to the bottom are asso-
ciated with the primary reflections from the four
interfaces of the model (Figure 3) in the same se-
quence. One can observe that the fully automatic
extraction of the angles yields a good agreement
with the forward calculated values. Both angles
are important attributes and find their application,
e.g., in Stereotomography (Billette and Lambaré,
1998). Further attributes and their application will
be discussed in the oral presentation.

Conclusions

We have introduced a new analytic moveout for-
mula for a curved measurement surface which may
find application in a variety of seismic problems.
Futhermore, we presented a traveltime formula
with which one can simulate any specified FO sec-
tion. Both formulas are independent of the later-
ally inhomogeneous velocity model. Only the near-
surface velocity is required to extract wavefield at-
tributes from the stacking parameters.
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Summary

Amplitude scattering, caused by the
occurrence of thin gaps between layers, is a fractal
phenomenon that may generate visible events on
seismic sections, correlated from trace to trace but
different from wusual reflections, although of
equivalent energy. The occurrence of these events,
wrongly assumed as reflections, may lead to
erroneous interpretation of real data, in particular
when locating reflectors and inverting the amplitudes
of reflected events. We argue that the near-field wave
propagation in the vicinity of the geological contacts,
and specially interface wave propagation and
diffracted waves, is widely involved in the
occurrence of the amplitude scattering phenomenon.
Theoretical and  phenomenological studies,
performed at the present time, appear consistent with
our assumptions.

Introduction

Interface scattering is a kind of scattering
associated with a spatial distribution of irregular
geological contacts at interfaces between layers. It
has been previously shown that interface scattering is
generally weak [1]. Only a few percent of incident
energy are scattered and the scattered energy-to-
transmitted energy ratio is about few percent. On the
other hand, backscattered energy has the same order
of magnitude as reflected energy that is composed of
a few percent of incident energy. Consequently, it
seems natural that in seismic-reflection, scattering
phenomenon may occur on stacked sections and that
neglecting this phenomenon may lead to significant
errors. Interface scattering may affect the phase
(phase scattering caused by interface roughnesses)
and/or amplitude (amplitude scattering) of the
incident wavefront. The effect of a phase scatterer,
for example the weathered zone in land seismics, on
reflected and transmitted signals has been
investigated in a previous paper [1]. We discuss here
about the amplitude scattering phenomenon,
generally caused by the changes in the contact quality
at interfaces between layers of the stratified
earthground, resulting from erosion and/or tectonics
processes.

The amplitude scattering phenomenon

In some particular cases of geological
contacts (thin gaps between layers) and under certain
conditions, amplitude scattering, that generally
appears as a source noise, may generate on seismic
sections some peculiar events, correlated from trace
to trace, but different from usual reflections, although
of equivalent energy. These events have low
frequency spectra and their amplitude, different from
the counterpart of usual reflections, depends greatly
on the gap filling. Amplitudes greater than the
reflection ones testify to the occurrence of gas in gaps
[2], while weaker amplitudes, associated with P-S
wave conversions, indicate the occurrence of gaps
filled up with fluid (Fig.1). At the moment we do not
have a full explanation for this observation.

In a previous paper [2], we have shown that
finite-difference  elastic ~ (or  poroviscoelastic)
modeling of real events, using information as sonic
and density logs recorded in wells, does not correctly
simulate the real data amplitude in such particular
geological contexts. Considering implicitly that the
layers of stratified medium are in welded contact for
simulating seismic events leads to neglect some
additionnal phenomena which may take place in the
vicinity of interfaces. We argue that dense
distribution of gaps at interfaces, whose fractality has
been clearly observed in situ [3], may affect some
near-field wave phenomena, such as elastic wave
reflection and interface wave propagation, that are
generally assumed to be ineffective on the far-field
wave propagation, detected by receivers in seismic-
reflection. However, energy carried away by
particular propagative diffracted waves or evanescent
waves, such as interface waves or some diffracted
waves, is, of course, not distributed to the other
waves and specially to the reflected waves. As a
consequence, neglecting such phenomena, that are no
longer second-order phenomena in the problem of
interest here, may lead to an incorrect energy
balance, leading to an inaccurate local estimation of
the amplitudes of seismic reflections. The main
objective of our work is then to attempt to describe
the physical mechanism and energy balance of the
wave propagation in a complex layered medium with
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The amplitude scattering phenomenon

lateral inhomogeneities at interfaces, so as to identify
seismic events associated to reflection and amplitude
scattering. What is important to know is therefore
what happens in the vicinity of interfaces.

Are interface and diffracted waves guilty?

Some of the key problems encountered in the
modeling of the amplitude scattering effects are the
difficulty in considering the distribution of thin gaps
in numerical schemes, and also the difficulty in
describing its effect on the wave propagation in the
vicinity of the interface between layers.

Considering the size of microcavities between
layers and the characteristics of the seismic waves, it
is not expected the diffraction effects to play an
important part in the phenomenon of interest here. It
is then considered that an effective theory based on
homogeneization would be surely efficient enough
for modeling wave propagation. However, results
thus obtained are not satisfactory [1], as the fractality
of the amplitude scattering phenomenon is assumed,
and as interface wave propagation and diffraction
effects of waves in the vicinity of gaps are no more
second-order phenomena.

Fractality contains periodicity for all scales,
and then for the measurement scale. By analogy with
studies in Non Destructive Testing area or in
Acoustics, the distribution of welded contact zones
and gaps between layers of the stratified earthground
can then act as a comb transducer [4]. The comb
transducer is commonly used for excitation and
detection of surface waves (Fig. 2). An incident P-
wave, generated by an ultrasonic transducer, strikes
the interface between the solid comb and the solid
material, and is transformed into a surface wave
(SW) at the end of the comb. The SW excitation is
efficient since the incident wavelength is more or less
equal to the spatial counterpart of the gap
distribution. The SW, that propagates at the free solid
surface, is then coherently recombined by the comb
into a P-wave, that can be detected by another
ultrasonic transducer. The incident wavelength then
determines the size of the active gap distribution and
this property is fractal. Moreover, due to the
occurrence of the gap distribution between layers, the
interface wave would probably radiate during its
propagation due to diffraction effects at the gap tips.

Consider now the reflection and refraction of
waves at an interface of two materials. Three
important cases are to be under consideration. If
A>>) (A being the spatial wavelength of gap
distribution and A, the incident wavelength),
diffracted waves in both media can be propagative or
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evanescent. If A =1/2 A_, Bragg phenomena are
involved. A<<A,, is the usual assumption of most of
theories. Diffracted waves in both media are usually
evanescent, and consequently they are neglected in
models. However, for a specific set of medium
properties and under certain conditions, the reflection
of a P-wave can produce propagative diffracted
waves whose direction is quite similar to that of
incident wave (Fig. 3).

By analogy with the results presented above,
we believe that scattering at interfaces is thus created
if there are constructive interactions between the size
of the fractal gap distribution and the characteristics
of the exciting P-wave. Anyway, S-wave propagation
can be stopped by gap zones whose thickness has the
same order of magnitude as the particle displacement
amplitude. Energy balance, and then local estimation
of the amplitudes of seismic reflections, may be
incorrect if interface wave and diffracted wave
propagation is not taken into account in modeling in
those particular geological contexts.

Conclusion

In some particular geological contexts (thin
gaps between layers), and under certain conditions,
may occur on seismic sections some peculiar events
with amplitudes stronger or weaker than expected,
associated to amplitude scattering, but wrongly
assumed as reflections. By analogy with studies in
Non Destructive Testing area or in Acoustics, we
argued that the near-field wave propagation in the
vicinity of the geological contacts, and specially
interface wave propagation and diffracted waves, is
widely involved in the occurrence of the amplitude
scattering phenomenon. Consequently, interpretation
of real data and local estimation of the amplitudes of
seismic reflections may be inaccurate, if these wave
phenomena, usually neglected but that are no longer
second-order phenomena in the problem of interest
here, are not taken into account.

At the present time, we analyze the near-field
wave propagation by using the BIS method [5]. This
method is efficient for the description of interface
wave generation and propagation and wave
scattering. Results thus obtained are very promising
and appear consistent with our assumptions. In
support of theory, experimental studies are also being
carried out in laboratory conditions.
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Fig.2. Generation and detection of surface waves by comb transducer in NDT area and in Acoustics.
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Fig.3. Slowness diagram illustrating wave diffraction (of order 0 and —1) at the Plexiglass/Duralumin interface for
the case K=3 k, , K being the spatial wavenumber of the gap distribution and k. the incident P-wavenumber. q is
the slowness vector defined by 1/c, ¢ being the wave velocity in media. Only propagative waves are represented.
The characteristics of media are assumed to be: c¢,=2670m/s and c,=1120m/s (Plexiglass), ¢,=6440m/s and

¢,=3170m/s (Duralumin). qg,, is the slowness vector associated to a S-diffracted (order —1) wave.
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Summary

We analyze the amplitudes produced by shot-record mi-
gration by one-way wavefield extrapolation. By com-
paring these amplitudes with those produced by true-
amplitude Kirchhoff migration, we show the amplitude
and phase errors that come from a standard implemen-
tation of migration by one-way wavefield extrapolation.
Next, we present a new formulaton of shot-record migra-
tion that maintains its high fidelity in imaging complex
structures, has correct dynamic behavior at least for con-
stant velocity, and can be easily extended to v(z). This
formulation requires that we modify, in a straightforward
way, the wavefield that is being downward continued. Our
analysis applies equally to all migration methods based on
one-way wavefield extrapolators.

Introduction

Until recently, Kirchhoff migration has been used for most
3-D prestack migrations, primarily because of its versatil-
ity and efficiency. The demands of imaging increasingly
complex geological structures, however, have spurred a
demand for increased imaging fidelity. This has led to
the growing popularity of imaging methods that handle
more than the single arrival (e.g., maximum-energy) that
Kirchhoff migration is capable of handling conveniently.
Such methods include multi-arrival Kirchhoff migration,
which allows for several arrivals at each image location,
and finite-difference migration, which allows for an unlim-
ited number of arrivals at each image location. In this pa-
per, we concentrate on one-way wavefield extrapolation,
paying particular attention to its amplitude and phase
behavior.

The standard formulation of finite-difference migration
(Claerbout, 1985) consists of two parts. The first part
is the downward continuation of the wavefields from the
source and receiver locations using a “wave equation” that
splits the wavefields into downgoing and upgoing parts.
The second part is the application of an imaging condi-
tion, namely the division of the downward continued re-
ceiver wavefield by the downward continued source wave-
field at each image point. Unfortunately, the one-way
“wave equations” used in the downward continuation are
not equival ent to the acoustic wave equation whose behav-
ior they are designed to mimic. This lack of equivalence
leads to a migrated wavefield that lacks correct ampli-
tude and phase behavior, even though it is kinematically
correct. By expressing the downward continued wave-
fields asymptotically, we are able to compare the imaged
wavefield with the reflection coefficient of true amplitude
Kirchhoff migration. The latter is our benchmark for am-

plitude and phase. The former & the downward contin-
ued receiver wavefield divided by the downward continued
source wavefield. This comparison leads to a corrected
equation for the upgoing and downgoing wavefields which,
in turn, leads to a corrected expression for the wavefields
being downward continued. When these corrections are
applied, the migration produces images whose amplitudes
and phases agree with true-amplitude Kirchhoff migra-
tion. These corrections are essentially without cost, and
they do not compromise the migration’s structural imag-
ing fidelity, such as finite-difference migration.

Theory

We begin with a layered velocity (v(z)) earth and 3D
common-shot migration. Given an acoustic wave-field p
with source excitation at £; = (zs,¥s,0) and t = 0,

19 & L
(U_ZW ~ 52 A) p(@,y, %) = 6(F — z5)0(t), (1)
2 2
(where A = (,;9? + ;—y2), we record the surface data Q:

2
According to Bleistein et al.’s (2001) work on inversion,

the true-amplitude common shot Kirchhoff inversion for-
mula is (Zhang et al., 2000)
'l/)s Os

. COS Qg0 COS Gir0
R ~
@)~ [[fudEee o

g (ms +TT)Q($T, yr;w)dzrdyrdw,

p(xr, Yr, 2 = 0;1) = Q(zr,yr; 1).

®3)

where ¢ and o are in-plane and out-of-plane geometrical
spreading terms and as and a0 are surface angles at

offset=2h ——mM—>

v(z) medium

z

Fig. 1: Ray paths in a v(z) medium.
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shot and receivers, respectively (see Figure 1), and the
hat denotes temporal Fourier transform.

For conventional common-shot migration, we downward
continue both shot and receiver wavefields:

1)
(£+a) D=0, W
D(iL‘,y,Z = O,t) = 6(:1-‘:_ w-;)d(t)7
and 5
(5:-4)vu=0 o)
U(z,y,z = 0;t) = Q(z, y; )

where D and U are the downgoing and upgoing waves
(Claerbout, 1985), respectively, and

_10 ) (& @\ (12T
“vot ozx?  0y? v2 Ot?

To produce the image, we

is the square-root operator.
use the imaging condition

U(e,y,zw)

R(waya Z) = dw. (6)

D(z,y,zw)

For a v(z) medium, Zhang et al. (2001) give an asymp-
totic expression for the one-way wave fields:

- W _jur, [COSQs
D(w,y,z;w)rv%e ¢ 1/)0_
U@y, 2 w) // 1/"‘””"" e“™ Qda,dy,.  (8)
7'0'7'

Substituting (7) and (8) into (6), we obtain

COS QrWsTs oy (1 47s) d.dy.di 9
o) ///\/7 Qdz.dy,dw. (9)

(7)

and
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Comparing (9) with (3), we conclude that the algorithm
(4-6) cannot provide the true amplitude image; even the
phase term fw is missing.

To see why this happens, we observe that for constant
velocity, D and U are not components of the full wave
fields p, but rather they are related to p by (Zhang, 1993)

1 le}
D-i(A‘a)”

1 le}
U‘E(A+a_)p’

and
D+ U = Ap.

Therefore from (1) and (2) we have

(% n A) D= %J(t)d(:i’— Z.),

(% _ A) U= %J(t)d(f— &),

(U + D)|,—o = AQ(x,y; 1),

(10)

Attaching physical meaning to D and U, we can re-
formulate (10) as follows:

( 1)
— +A)D=
(az + ) 0,

le}
(5:-1)u=0.

D|z=0 =

(11)
%J(t)d(:i’— &),
\ Ul,_o = AQ(z,y3 1).

Noting that the symbol of A in the Fourier domain is

k2 + k2
A=y f1- et R
v w
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Fig. 3: Flat reflectors along the center inlines after 3-D com-
mon shot migration.

we see that the modified initial condition for U gives an
additional phase shift iw. We also need to modify the
imaging condition to be

R(w,y,z)=/piU(w’y’z;w)dw.

ﬁD(wayaz;w) (12)

Here pp and py are defined as

pp =A"'D, puv =AU,

which satisfy pp +py = p. It is easy to see py and pp are
downgoing and upgoing waves (p* and p~) introduced in

Wapenaar (1998). Noticing A = ”
stationary phase to (11) and (12), we obtain

COS Q0 [ COS Q0
COS Qi Yy Oy

e“‘(""""’)derdyrdw.

i—cosa and applying

R(z,y,2) (13)

For constant velocity, the splitting (10) is exact. There-
fore (11) and imaging condition (12) give the true-
amplitude result. This can be directly seen by comparing
(13) with (3) and setting aso = as, aro = ar. For the
v(z) case, we need to apply another correction term

COS Q50 COS
COS Qs COS Qo

or
Ao Ar
A.s A7'0 '

Research is currently in progress on modifying the dif-

ferential operators in (10) to include this factor in the
resulting D and U.

Numerical results

Figure 2 (left) shows the 3-D migrated impulse responses
along the center inline from a trace with three 7.5 Hz

20 I

/}x_: 1,000 m

2,000m

==\

N\
\

Fs
o

"3,000 m

Amplitude
3

-3000 -2000 -1000 0 3000

Disatnce (m)

1000 2000

Fig. 4: Peak migrated amplitudes of the three reflectors in
Figure 3.

Ricker wavelets at depth 1000m, 2000m and 3000m, re-
spectively. The source is at crossline 121 and receiver at
crossline 141 and trace spacing is 50m in both inline and
crossline directions. The medium velocity is 2000m/s.
Unlike the kinematic behavior, the amplitudes of the im-
pulse responses are asymmetric, with a bias on the re-
ceiver side. The peak amplitudes along the impulse re-
sponses are in good agreement with the theoretical pre-
diction shown in Figure 2 (right).

08

— INPUT
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- PSDM 3000m

Amplitude
° ° °
Iy £ >
i
7

~

o 6 10 1% 20 26 30 36 40 45 50
Frequency (hz)
Fig. 5: Frequency spectrumn of the migrated wavelets at inline
121 and crossline 121. The solid line is the spectrum of the
input 15 Hz Ricker wavelet. The overlay is nearly perfect.

Figure 3 is the center inline of the 3-D migrated result
from a single shot over three flat reflectors. The peak
amplitudes along the three migrated reflectors are shown
in Figure 4. Aside from the edge effects and small jitters
caused by interference with wraparound artifacts, the 3-
D common shot migration recovers the reflectivity accu-
rately. Figure 5 shows that the frequency content is pre-
served by the migration at the center trace location. How-
ever, the wavelet becomes progressively lower frequency
away from the center trace due to the effects of stretching
and anti-aliasing.

The next example is from the 3-D SEG-EAGE salt model.
The “area shot” dataset was selected over the marine
streamer C3-NA dataset because of size considerations.
However, this “area shot” dataset is known to produce
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Fig. 6: Inline 242 of the SEG-EAGE model:
single-arrival Kirchhoff migration algorithm (right).

Fig. 7: Inline 342 of the SEG-EAGE model:
single-arrival Kirchhoff migration algorithm (right).

relatively noisy results since it contains only 45 shots.
The hybrid finite-difference (Sun et al., 2001) migrated re-
sults at inlines 242 and 342, compared with results from
the “maximum energy” Kirchhoff migration, are shown
in Figures 6 and 7. The finite-difference migrated images
show much better imaged salt bottoms. The subsalt flat
event images are also significantly improved. Moreover,
the finite-difference images do not show the typical “ghost
smiles” routinely observed in Kirchhoff-migrated images.

Conclusions

Migrations beased on one-way wavefield extrapolation of-
fer the potential of greater structural imaging quality than
single-arrival Kirchhoff migration, but the standard for-
mulation of such migrations, e.g. finite-difference migra-
tion, produce incorrect migrated amplitudes. By com-
paring these amplitudes with those produced by true-
amplitude Kirchhoff migration, we have, in effect, cali-
brated these migration methods, correcting their ampli-
tude and phase behavior.
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Velocity analysis in the scattering-angle/azimuth domain

Sverre Brandsberg-Dahll Bjorn Ursintand Maarten V. de Hoop'

Abstract

We present a method for migration velocity anal-
ysis in complex media that does not depend on
picking traveltime misfits or residual moveout in
common image gathers (CIGs). Our method con-
structs CIGs in the scattering-angle/azimuth do-
main, where we apply semblance or differential
semblance to measure the coherency of events.
Since amplitude versus angle (AVA) effects will de-
grade the performance of any semblance based ve-
locity analysis, we perform an AVA compensation
to the CIGs before applying the semblance mea-
sure. Any residual curvature or AVA effects in the
resulting CIGs are then back projected to form an
update of the background model.

The theory is developed for in-homogeneous
anisotropic elastic media, and we show two short
examples from isotropic elastic models.

Introduction

One of the core problems in seismic imaging and in-
version is to estimate a correct background model.
To create an image based on the assumption of
a linearized scattering problem, a correct smooth
background model is crucial when calculating the
Green’s functions needed in any imaging algorithm.
In general the problem is the same regardless of as-
sumptions about the media and experiment config-
uration; we need to find a smooth model that pre-
scribes a wave propagation that is similar to the
propagation the real data have experienced. The
problem of estimating this background model has
in general been cast as an optimization problem,
where the goal is to minimize some misfit func-
tion with respect to the parameters in the back-
ground model. The optimization can be either
global, trying to fit the model to the data in one
complex operation, or local where only a small por-
tion of the model is treated at a time (Cruz et al.,
2000). Most of the methods in use in the industry
today rely heavily on human interaction such as
tideous picking of events and interpretation of cur-
vatures in common image gathers. In areas with

T Center for Wave Phenomena, Colorado School of Mines,
Golden CO 80401, USA

iDepartment of Petroleum Technology and Applied Geo-
physics, Norwegian University of Science and Technology,
N-7491 Trondheim, Norway

complex geology, accurate velocity analysis is per-
formed through an iterative run of pre-stack depth
migrations and picking/interpretation, something
that can contribute a great portion of the total pro-
cessing cost of a data set.

Here, we present a method that is based on
local optimization, is more or less automatic, and
does not require any picking of traveltimes. We use
the generalized Radon transform (Beylkin and Bur-
ridge, 1990) to image the seismic data, a procedure
which naturally introduces the image-point related
coordinates: migration dip v, scattering-angle 0,
and azimuth 1. With these parameters we are able
to properly parametrize the problem in a single-
valued fashion at the image point (De Hoop and
Brandsberg-Dahl, 2000). To prepare the resulting
angle domain common image gathers for velocity
analysis, we perform a AVA compensation to re-
move amplitude variations along the events. The
quality of the current background velocity model
is assessed by analyzing the coherency in the angle
CIGs, and the update is formed by a tomographic
back projection of the image gather misfits.

Common image gathers in the
angle domain

We consider wave propagation and scattering in a
domaiRIC  R? with non-intersecting acquisition
surfaceQS x dMe Cartesian position vector

in the configurationd ithe source and re-

ceiver positions, constidBafoe

andr The medium is described by dendity

the elastic stiffnescgnddte assume that

the medium can be represented by a smooth back-
ground component, indicated by the superscript
(0), and a rapidly varying perturbation, indicated
by the superscript (1.

We produce common image gathers (CIGs) in
the scattering-angle/azimuth domain by shooting
the rays from the image point to the surface. This
allows for a direct construction of angle domain
CIGs by using the incomplete inverse generalized
Radon transform (GRT) (Brandsberg-Dahl et al.,
2000). The source and receiver positions are deter-
mined from where the rays intersect the acquisition
surface and they are both functions of the angle co-
ordinates at the image point, i.e. s f148,100).

The imagémtscatteringpamglea@imuth
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Vg is
Ik(wa 0177 ¢w) =

™

1 o 1
—Re/ —iw)dw —/ Bi(x, Vs, e, Vx
0 () 5 By (0.9) g )

&)U (7, 5,w) €(s) exp[—iwTk(x)] dvg . (1)

Here k is an index corresponding to the different
reflection modes i.e. PP and PS, By, is a properly
weighted amplitude term, T} is traveltime, UIS;) is
the seismic data and Eq and Ep are the polarization
vectors at the source and receiver (ray end-points)
respectively. The ray geometry and the related
quantities in the unperturbed medium are shown
in solid black in Figure 1.

The gradient of the image is taken with
respect to the background medium parameters
grouped together in the vector m = {c(® p(®},
and corresponds to a Frechét derivative of equa-
tion (1). To get an explicit integral representation
of the gradient we proceed by a direct differentia-
tion

0Ty,

8—Tm(m70wa¢w) =

1 ©° 1
—Re/ —iw dw—/ Br(x, Vg, 0z, Vs
T Jo (Clldegs Bu(0,%) H )

{{ag,,_(r) U &(s) + &) UL —6&(8)} ’

om; om;
~ Jouly ar UL 0s |~
{ »(r) or Om; + ds Om; Sals) o +

U )

&(r)UD €,(s) } exp[—iwTi(x)] dv - 2)

The partial derivatives with respect to the medium
are calculated by ray perturbation theory for fixed
initial directions, as shown in Figure 1. Even
though the initial ray directions are kept fixed, the
initial slowness may change in order to satisfy the
Eikonal equation in the initial point. As indicated
in the figure, a typical outcome of perturbing the
medium is a set of new rays that reaches the sur-
face at different locations and with different slow-
nesses. The data derivatives can be calculated us-
ing any standard numerical differentiation operator
applied to the data. Note how the gradient contains
weights both from the “image misfit” as well as
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Figure 1: The ray geometry in both the reference
and the perturbed medium. The perturbed ray
quantities correspond to perturbing the medium
while keeping the initial conditions fixed.

from the “data change” at the surface. This is due
to the novel parametrization of the velocity anal-
ysis, and ultimately leads to a tomographic back
projection procedure that is carried out with data
driven weight instead of the conventional picked
traveltime misfit

Semblance and differential sem-
blance

To reveal the degree of coherency in the CIGs pro-
duced by applying equation (1) in the current back-
ground model m, we introduce the following misfit
functional

Tim) = 53 [ 1ETe(a, 0002 d2 b b, (3)
k

where £ is an operator that does not depend on m.
The integral is taken over “everything”: all avail-
able image points, scattering-angles and azimuths,
and the sum over k represent different modes of re-
flection i.e. PP and PS. To obtain the stack power
functional we set

L=Lsp=1, (4)

and the optimal background is found by maximiz-
ing Jgp[m]. The maximum is achieved when all
the events in the CIGs sum constructively over
the full range of angles. An obvious problem with
this measure will be in a situation where the re-
constructed perturbation changes sign due to an
incomplete AVA compensation i.e. an incomplete
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correction for polarity reversal in the reflection co-
efficient, and the full sum fails to be constructive.
In such a situation we might have that the stack of
an event in the CIG equals zero, even though the
background model was correct in the sense that the
event was perfectly flat.

The differential semblance functional is ob-
tained by setting

2

. (5)
000
and the optimal background is found by minimiz-
ing Jpg[m|. The derivative measures the similar-
ity between adjacent traces in the CIGs. If the
“neighboring inversions” (traces) in the CIGs are
exact alike, the result of applying equation (3) is
zero. That is, an event should appear at the same
spatial location and have a uniform amplitude sig-
nature in the different reconstructions, independent
of the scattering-angle and azimuth. The derivative
0p, measures the extent to which this is the case.

Since we will use a gradient based optimiza-
tion scheme, we need to compute the gradient of
equation (3) with respect to the medium param-
eters. Applying the chain rule and differentiating
with respect to the medium m we get

0J[m] _ Z/sz(m,om,wm)

6mi

L=~Lps =04y =

BIk (w; 0:1:7 Q,[}:1:)
6m,~

The form of this gradient can be interpreted as a

back projection of traveltime and polarization mis-

fits through the term 0Zj/0m;, weighted by the

energy (misfit) in the CIGs LZ}, (see equation (2)

and Figure 5).

L dz dbp di)y . (6)

Optimization scheme

Assuming that the misfit functional belongs to the
class of multivariate smooth functions, we are free
to choose an optimization scheme from a large va-
riety of standard procedures. For simplicity, and
based on experiences from earlier trails (Chauris
and Noble, 1998), we will solve the optimization
problem using a conjugate-gradient algorithm. At
each iteration i, the conjugate-gradient method
provides a search direction p;, along which we have
to minimize the functional J[-]. The minimization
is performed as a line search for an optimal step-
length «; (positive scalar), such that J[m;+a;p;] is
minimized. The search direction in the conjugate-
gradient scheme is constructed as a linear combina-
tion of the current gradient vector g; = Vo, J(x),

calculated using equation (6), and the previous
search direction. The medium update at the end
of the current iteration is a step of length a; in the
direction p;: mit1 = m; + ap;.

Results

We show two examples to illustrate the perfor-
mance of our method. First a simple 1-D velocity
model with three horizontal reflectors, with syn-
thetic data generated by raytracing. The result
of the velocity analysis is shown in Figures 2 and
3, Starting from a homogeneous initial model with
v = 1500m/s, the method provides a satisfactory
convergence in two iterations.

The second example is from the “Gas-cloud”
model (Brandsberg-Dahl et al., 2000), where
the data is generated by isotropic elastic finite-
difference modeling. This model has a low veloc-
ity lens in the overburden of the otherwise sim-
ple (v(z) = 1600 + 0.45z) P-wave velocity profile,
causing the P wavefield to fold and triplicate. A
smoothed version of the true model is shown at the
top of Figure 4. Figure 5 shows a CIG from the
location marked by a black line in Figure 4 for five
iterations during the optimization. At each step
the CIG is shown with the corresponding compo-
nent of the gradient to give an indication of where
this particular CIG contribute in the model update.
In iteration three, when most of the residual move-
out is present at large scattering angles, the gra-
dient clearly reflects the same behavior along the
corresponding rays through the model. The final
inverted velocity model is shown in the middle of
Figure 4 and the difference between the true and
inverted model is shown at the bottom.

Conclusions

We have presented a method that will allow us
to perform velocity analysis in a highly automatic
way. It eliminates the need for picking events in
common image gathers or picking of traveltime mis-
fits. The method presented here uses the misfit in
the angle CIGs as weights in the tomographic up-
dating of the background model, and provide us
with a background model that minimizes the dif-
ference between adjacent traces in the CIGs. Be-
fore the lateral comparison we remove any angle-
dependent variations in the reflectivity by undo-
ing the effect of the point contrast-source radiation
pattern, making the reconstructed quantity inde-
pendent of any angular effects but errors in the
background medium.

1757



L

Brandsberg-Dahl et al.

CIG 1 CIG 1 CIG2 CIG 1 CIG2

mwmmwuuwmuzmmzzww R A v

lll llll!ll!lllllllllll L el lllllllllllll
i

“IHNIHIVNIHN\\WI\WHHI“NH\INHN\N\\|NH|NH|N“|HI““N“m1|“N|N“|W“1WHNNI\1|“H\IN“II

nnnnnnnnnnnnnnnnnn

CIG2
06km l

1. Skm

3. Okm

ial model

Figure 2: CIGs from the 1-D model with velocity
profile v(z) = 1600.0 + 0.4z. The reflectors are at
0.6km, 1.8km and 3.0km. We use two CIGs during
the velocity analysis with scattering angles ranging
from 0° to 60°. At the left are the CIGs in the
initial velocity model, and a satisfactory flatness is
achieved in only two iterations.
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Figure 3: The velocity model (dots) obtained after
the two iterations superimposed on the true v(z)
profile. The inverted model starts to deviate at
depths beyond the deepest reflector in the data at

3.0km.
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Figure 4: The true velocity model (top) and the in-
verted model obtained after six iterations (middle)
and the difference.
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Figure 5: A sequence of gradients from the Gas-
cloud model (top of figure). The gradients repre-
sent the same CIG, but for various stages of the
model update. The corresponding CIGs are shown
in the bottom half of the figure. The model is im-
proved (updated) moving right in the figure, result-
ing in better focused CIGs and reduced values in
the gradient.
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