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Abstract

The multi-frequency inductive dedromagnetic sys-
tems had their origin in the work by Dias (1968; 1973
and five generations of these equipments appeaed in the
market since then. The system discussed here belongs to
the last generation. It consists of a loop-loop minimum
coupling system operating at 54 values of frequency in
the interval 1.125 Hz to 10.473 KHz, with transmitter-
recaever separation spreading upto 1 km on aterrain of
100 Qm resistivity background. A scheme is aso pre-
sented here for processng the field data ad construct-
ing 2D pseudo-sedions for resistivity and polarization
parameter. The aeatest for this experiment is situated
on a gnaissc basement covered by intemperized base-
ment rock and quaternary beach sediments on the Farm
S&0 Jodo in Rio das Ostras/RJ. This system was capable
to discriminate and map a zone of washed sand, probe-
bly more indicated for groundwater taking, and a zone
where day minerals are present.
Introduction

This topic requires a historical background recov-
ering. Dias (1968, 1973) introduced the idea and demon-
strated the viability for measuring inductively, in the
field, the IP dedrical property of the rocks (due to ds
seminated metalli cs and/or clay mineralsin the matrix of
the rocks). Intheoretical terms, this innovation consists
of two items: (a) to explore alarger portion of the fre-
quency spectrum where IP ocaurs (10* Hz to 1 MHz;
Dias, 2000) and (b) to measure inductively, i.e. without
grounded eledrodes, the dedromagnetic fidld which
provides the desired information. A new system and
procedures were then neeled.

A prototype system was designed and constructed
for such a purpose by late McPhar Geophysics Limited,
a Canadian company of geophysical insruments, in
1973 under request and supervision by Dias and fi-
nancing by CNPqg. This equipment consisted d: i) a
horizontal logp trangmitter, ii) a tripod mounted mov-
able loop recéver measuring in-phase and quadrature
components for bath verticd and radial magnetic field
components, iii) sweeing through 2 values of fre-
quency in the range 21 Hz to 43.008 KHz (f=21x2""* Hz,
n=12,...,12), iv) transmitter-recever separation spread-
ing upto 1 km, v) a phase reference @ble linking trans-
mitter to recéver. The experiment with this g/stem, in
the cpper province of Curaca Valley/BA, resulted in
the MSc dissertation by Sato (1979 under Dias supervi-
sion.
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Still in 1973, McPhar constructed a seand system,
similar to the first one, however measuring the dlipsis
of polarization parameters (inclination and dlipticity) of
the total magnetic field.

Collapsng McPhar, two new Canadian compa
nies sicceeded it. In 197, Geoprobe Limited baight all
the rights from McPhar on Dias prototype. In 1976,
Geoprobe started to commercialize a 3rd generation
system, esentially measuring the same items as Dias
prototype, improving however the number of frequen-
cies from 14 to 16 coarse values x 8 fine values (total-
izing 128 values) in the range 1 Hz to 40 KHz and
claiming to do measurements with transmitter-recever
separation up to 2 km. It also introduced predse stable
crystal clocks for synchronous measurements then
eliminating the nea for a phase reference @ble @n-
neding transmitter to recaver. This equipment was not
entirely reliable, but it sayed in the market until 198,
The seand and succedaneous company to McPhar was
Phoenix Geophysics Limited, which around 1979 sarted
to commercidize a multi-frequency EM system for
measuring spedrd IP in thefield, but going back meas-
uring the dedric field and using grounded eledrodes.
This equipment was the 4™ generation in the line.

The new system, object of this paper, is then
the 5" generation. It was constructed by Phoenix (Eng.
Mitsuro Yamashita, who was a participant in the previ-
ous higoricd period), under Dias request and co-
designing and financing by PADCT/CNPq. It isa further
development of Dias prototype, incorporating new tech-
nological advances and new functions and characteris-
tics, as follows:

i) it measures. the absolute in-phase and quadrature
components, the amplitude and phase as well, of the
magnetic (x,y,z) components smultaneousdly; it also
measures the parameters of the dlipsis of polarization
(tilt angle and dlipticity). It still measures the dedric
field three @mponentsif required; ii) it sweeps through
54 values of frequency in the interval 1.125 Hz to
10473 KHz (approximately as f=1.125x1.18819 ",
n=1,2,...54); iii) transmitter-recever separation could
spread up to 1 km on a ground resistivity of 100 Qm
background;iv) it uses no cable but high predsion satel-
lite regulated clocks (GPS for phase reference and fre-
guency scanning o both transmitter and recever sub-
systems;v) it uses gdatistical procedures for improving
the quality of the measurements (it does gacking a large
number of times for each measurement and determines
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its gandard deviation, sdeding the bad ones for elimi-
nation); vi) it can do time-domain traditional EM and IP,
vii) it isal computer controlled.

Stll as part of afield test, this gystem was used for
taking measurements looking for groundwater on the
Farm S&0 Jodo, Rio das Ostras/RJ, from 15 to 22
March/200L, with the transmitter set at a given point and
the recever displaced along a line N15C°E. The stations
were spaced 50 m apart until 600m, and 100m sincethen
until the 1000m station. Measurements were made using
three kinds of recaver: a) a highly sensitive magnetic-
core il (normally used for audio-magnetotelluric
measurements); b) an air-core il with a pre-amplifier;
¢) the same ar-core @il asin (b) without pre-amplifier.
Geological Features about the Area

The test areais roughly plane axd corresponds to
the aystaline basement gnaisses at smal depths, cov-
ered by sediments resulting from the intemperized
basement and sands from marine origin. In the initia
sedion of the profile going until the 500 m station the
surface of the terrain is composed by washed sand, re-
worked and transported by eolian processes, amost
100% fine sand of quartz. From the 500 m station until
1000 m the terrain is increasingly clay-rich until it be-
comes a shallow meadow.

Field Procedures
Thisitem will be subdivided as:
a) Calibration

(i) V6-TEM Unit: This is the recever subsystem. It
can be @librated anywhere at the begining o an ex-
periment. It consists of determining the values of the
internal parameters for each vaue of frequency,
based on standard voltages and GPSsignals; (ii) Re-
cdving coils: They are @librated by determining and
recording the coefficients which relate the induced
voltage to the value of the magnetic fidd a the il
for each value of frequency. For this, the receving
coil should be placed at the center of a small size
loop on a place where the ground effect could be ne-
gleded (a highly resistive ground), in order to con-
sider as a reference the free space value of the mm-
puted magnetic field at the entral point of the small
cail. In the present case, the threetypes of recaving
coils (before indicaed) were used; (iii) Transmitter
Unit: This subsystem is powered by a 3.5 KVA mo-
tor generator and drives the transmitter logp, which
spreds over the ground, contouring stakes. It is cali-
brated actually doing a true transmition in situ. It
consists on measuring and reaording the intensity of
the aurrent passng in the transmitter unit for each
value of frequency and, at the same time, stabli shing
atiming routine based on the GPSsignals, same &
dence and frequency scanning for bath, transmitter
and recever. It should be done over again every time
the size of theloop is changed.

b) Transmittingloop size

In our experiment we used sguared shape loops.
For asauring the cndition of a point magnetic dipole we
adopted: 12 m x 12 m logp size for measurements from
100m until 200 m; 40 m x 40 m for measurements from
250m until 600 and 100 m x 100 m for measurements
from 700 m until 2000 m.
¢) Measurement stations

Describing the highly sensiti ve magnetic-core loop,
as ¢, the air-cored loop with pre-amplifier, as p, and the
air-cored loop without pre-amplifier, as a, the measure-
ments made in this experiment were as follows: (c, p, &)
at stations 100 m up to 800m; (c, p) at station 900 m;
and (c) a gation 10 m. The seledion was done based
on thenoise level.
Data Treatment and Processng

This item can be described in the following three
sub-items:
a) Conversion of the field data measurements to ap-

parent resistivity and “ polarization parameter”

This conversion is made using the scheme due to
Dias (1968. It consstsin writing the mutual impedance
function for a pair of transmitter-recever logps at mini-
mum coupling on the surface of a homogeneous
equivalent half-space allowed to asume omplex con-
ductivity, in terms of the in-phase axd quadrature wm-
ponents for the radiad magnetic field. As coordinates
axis are taken the induction number, given as

0a=(Howloal/2)"?r, and the polarization parameter given
as the imaginary part of the cnductivity to its modulus,
i.e. 0/|oa|, where =410’ (MKS) is the vacuum
magnetic permeability, w=21f rad/s (f isin Hz), oaisthe
complex apparent conductivity (og,0;) in S/m and r is
the transmitter-recever separation in m.

The field data measurements here ae expressd in
terms of in-phase axd quadrature wmponents of the
radial magnetic field normalized to the primary mag-
netic field, smilarly as in Dias representation, compos-
ing a pair (X,Y). The pair (X,Y) is then converted to
(B6a,0/|0a]). From B, the value of |0, | Or its inverse is
obtained.

b) Aswciation of (|pal, 0i/]oa) to spacepoints on the
profile aoss £dion

This sheme was developed by Sato and Dias, as
described in Sato (1979). It consists in determining the
point neaest to the recever position, which stays on the
geometric locus given by half the “skin depth of the
radial magnetic component” generated by the magnetic
dipole source set on the transmitter position. If the skin
depth is indicated by &4 for the magnetic dipole source
we have according to Sato (1979):

r_ (6_61)(0_62)(0_63)
—=6- 1)
3, 6,0,0, -1+exp (@8 )- B0
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where r is the transmitter-recever separation and
8,=1.184, 6,=7.051, 6;=8.581, 0=0.540 and B=14.973.
It is interesting to note that 6=r/3,, where
Son=(Howoal2) ™ is the plane wave skin depth.

Taking the transmitter position as the origin, the
coordinates for the lateral position (x) and depth (y)
when given apair (r, (8/2)/r) arex = r/[1 + ((54/2)/r)7], y
= (8/2)/[1 + ((84/2)r) 7.

Pseudo-Sedions of |pa| and G/[0a |

Following the steps (a) and (b) described in the
previous part, we constructed pseudo-sedions for appar-
ent resistivity and apparent polarization parameter ver-
sus (log) frequency and versus depth, for the threetypes
of receaver, using a package developed by Sato (unre-
leased), as shown on Figures 1, 2, 3and 4.

One can appredate the striking dfference between
the two representations, taking the log of frequency or
the depth, for the vertical coordinate. In the second case
(Figs. 2 and 4), one can verify the presence of a shadow
zone due to the dipole skin depth effed, which does not
exisonFigs 1and 3

It is observed that the high sensitive recever pro-
vides a more mmplete and reliable set of field data; and
that the representation of the functions versus depth
looks more likely the ground structure expeded from the
geological information.

Interpretation

For this purpose, let us consider only the pseudo-
sedions supported on data provided by the high sensi-
tive recaéver versus depth.

From the resistivity pseudo-section Fig 2(a) one
can asciate the zone with [pa] in between 10 to 30 Qm
as the most probable to provide good ground water. The
zone more @nductive than that may well be asociated
to clay—rich zone axd or more salted water, and the zone
moreresistive (between 30-100 Qm) may be the dtered
basement rock sediment. As to the pseudo-sedion of
o/|oal, one should be aware that (Dias, 1969: a) the
effed due to the heterogeneity of the haf-space @n
result either in negative values for o)/|oa| or weak posi-
tive values (no greater than 0.15); b) the dfed dueto the
presence of IP sources can considerably elevate the
values of o)/|oa| positively; c)consequently, the values
of o/|oa| around zero means either lack of heterogeneity
and polarization or a mmpensation of the two.

Observing the pseudo-sedion of oy/|oa| given by
Fig. 4(a), one can seeat the first half portion of the pro-
file a zone of small resistivity contrast showing small
values of o)/|oa], possbly associated to the most prob-
able zone to be a ground water reservoir. It corresponds
to the washed fine sand o quartz zone eposed on the
surface In the second half of the same profile, corre-
sponding to 500 m until 1000 m stations, it shows large
positive values of o/|oa| in good agreement with the
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surface eidence for clay mineras presence This could

also be asociated with more salted water at shall ow

depth as indicaed by the more often presence of 3-10

Qm conductive small zones as shown on Fig. 2 (a).

Conclusions
The present experiment evidenciates that:

1) This equipment and method provides reliable data
at a high degreeof resolution, adequate to measure
in detail ground resigtivity and inductive IP at
depths down to 350 m on a background of 200Qm.

2) the data representation versus log of frequency in
the verticd axisisinadequate. It is © dueto the fact
that the skin depth for a magnetic dipole source is
not proportional to that same parameter for a plane
wave. The best representation, when not through
modelling, must be done based on the dipole source
skin depth, like the one presented here;

3) the potentia use for this equipment and method is
of very large range of applicaions. In the present
case, it was capable to separate through the pa
rameter of polarization (subsidized by information
on resistivity) a clay-poorer zone from the day-rich
one.

In more general terms, we can say that a new and
resourceful equipment for multi-frequency inductive
eledromagnetic exploration is at hand, having in addi-
tion the capability to do the traditional EM and IP meas-
urements. This /stem is entirely automatized and can
give rise to an enormous amount of field data, good for
theoretical work (442 peges of data, in this present ex-
periment).
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Fig. 1- Pseudo-sections of P, versus log frequency: (&) highly sensitive magnetic-
cored loop, (b) air-cored loop with pre-amplifier and (c) air-cored loop without
pre-amplifier.
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Fig. 3- Pseudo-sections of a//|oa| versus log frequency: (a) highly sensitive magnetic-
cored loop, (b) air-cored loop with pre-amplifier and (c) air-cored loop without
pre-amplifier.
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Fig. 2- Pseudo-sedtions of P, versus depth (m): (a) highly sensitive magnetic-cored
loop, (b) air-cored loop with pre-amplifier and (c) air-cored loop without pre-
amplifier.
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Fig. 4- Pseudo-sedions of ai/|oa| versus depth(m): (a) highly sensitive magnetic-cored
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Abstract

The finite element method is a very powerful tool
for modeling complex problems in physical science,
engineering and geophysics. However, for three
dimensional analysis, the arduous pre-processing
stage which consists of supplying the data for the
mesh and the physical properties for each element is,
certainly, a weakness of the method. In order to
handle this disadvantage, we developed a simple
Windows graphic interface for entering the
information of the physical properties across the mesh
at no great pains. We use the 3-D Resistivity and IP
modeling problem to show how the proposed graphic
interface facilitates the access of finite element data.
Apparent resistivy and PFE pseudo-sections at 10
parallel survey lines, one dipole unit apart, are
displayed graphically to exhibit the output graphic
interface that was also developed for presentation of
the modeling results.

Introduction

Since 1972, still as graduate student, one of us
(LR) have been engaged in developing a package of
computer programs for modeling and interpretation of
electrical geophysics, Rijo, 1977. This effort has

culminated in the electrical Geophysics suite 2000,

eGs 2000 for short, a new version of the former
EGSLIB (Electrical Geophysics Software Library)
which has been used by many people here and
abroad.

In the old days (seventies, eighties and half of
nineties of the last century) the programs of the
EGSLIB were developed for mainframes and
workstations under Unix. At beginning, the input data
for running the programs were submitted by punched
cards, and afterward through coded commands at the
prompt of a donkey monochrome monitor. Certainly
this was a drawback for using programs that require
quite large quantity of input data that had to changed
constantly at each running submission, as it is
commonly done in geophysics. Indeed, the work of
most geophysicists is to try several different models
during the process of interpreting their geophysical
data.

With the advent of modern powerful personal
computers all this have been changed dramatically.
As matter of fact, not only geophysics, but our whole
life have been changed for better or worst by these
marvelous machines. Now, we have at our disposal
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powerful tools as Visual Basic, C™, Java and Delphi
for development of nice, easy and friendly graphics
interfaces that facilitate the communication between
the geophysicist and the machine. This is precisely
what we have been done lately. Using Delphi we have
already converted a large number of old programs
from the EGSLIB to the new eGS 2000 for Windows.
The engine continues to be in Fortran, however most
of the source programs have been rewritten in Fortran
90 and converted into DLL (dynamic-link library)
components.

The purpose of this work is to present an example
of a typical 3-D modeling program of the eGs 2000.
For that, we chose the Resistivity and IP modeling
problem to illustrate how easy is to read in the finite
element data. A fantastic improvement in comparison
with the old manner used in the obsolete EGSLIB.

3-D IP and Resistivity Modeling

The three dimensional finite element method.
consists in dividing the subsurface into a mesh of
prismatic elements as shown in Figure 1. This
expedient allows us to substitute the continuos
boundary value problem  governed by the IP and
Resistivity theory into a discrete problem in form of a
system of algebraic linear equations which can be
handle easily by the compute, Stang and Fix, 1973,
Pelton et al. 1978 and Rijo, 1984.

— —

Figure 1.Three-dimensional Finite Element Mesh
The Input Graphic Interface

The finite element method is a very powerful tool
for modeling complex problems in physical science,
engineering and Geophysics. However, for three
dimensional analysis, the arduous pre-processing
stage which consists of supplying the mesh data and
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the physical properties for each element is, certainly,
a weakness of the method. In order to handle this
problem, we developed a simple Windows graphic
interface for entering the information of the physical
properties distribution within the mesh at no great
pains.

We sliced the three-dimensional rectangular grid
shown in Figure 1 into 2-D sections parallel to the XZ
plane. The center of the grid has 100x10x9 uniform
0.25 dipole unit cubic elements. The total grid has
181x16x16 elements to accommodate the boundary
conditions . The sliced sections, in the Y-direction,
are given in groups according to the variation of the
geometry and physical properties of the medium. The
physical properties in each sliced section is
introduced by coloring each cell according to the
distribution of the resistivity and PFE (percent
frequency effect) across X and Z mesh directions.

To illustrate how to use the interface, we chose the
three-dimensional body shown in Figure 2, imbedded
in 1000 ohm-m IP free host. The light-blue represent
the host. The other four colors represent the resistivity
and PFE values of each portion of the body as
depicted in the Table 1.

4

—_—
2
1

—

-4

(b)

Figure 2. The geometry of the model. (a) three
dimensional view. (b) horizontal plan view.

Table 1
Resistivity ohm-m Pfe %
1000 0
N 10 30
[ | 50 10
[ 20 5
| 100 20

Since the body is symmetric in Y-direction we
need to slice only half of the body. Thus, the sixteen
slices in Y-direction were divided in four groups of
slices shown in Figure 3. Two slices of type (a), two
of type (b), four of type (c) and eight of type (d).

In each of these sliced sections only 32 out of 100
elements in the horizontal direction are shown.

Likewise, only 11 elements out of the 16 are shown in
the vertical direction.

b)

(d)
Figure 3. Grid slices parallel to XZ-plane.

The Output Graphic Interface

For each one of the 10 survey lines, separated by
one dipole unit in y-direction, we calculated the
apparent resistivity and PFE pseudo-sections. They
are illustrated through Figures 4 to 13. The figures
labeled (a) represent apparent resistivity and (b)
represent the PFE. The pseudo-sections 1a and 1b are
right on the center of the body. We observe that the
value of the apparent resistivity increase from the
center toward the border of the body. This is due to
the influence of the resistive host. On the other hand,
the values of PFE decrease because the polarization
of the host is zero.

The small asymmetry of the resistivity and PFE of
the body is barely noticed on the pseudo-sections.

Apparent resistivity and IP pseudo-sections are
very blurry and thus we can not notice the details of
the geometry of the three-dimensional body.

All pseudo-sections to be presented next were

plotted within the eGs 2000 itself. For that, we

developed a complete set of facilities in order to show
the data results in more intuitive way.

13030331111 d i

Figure 4a. App. resist. pseudo-section aty = 0.

I S W W U U S U N

Figure 4b. PFE pseudo-section aty = 0.
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Figure 8a. App. resist. pseudo-section at y = 4.

Figure 5b. PFE pseudo-section at y = 1.dipole unit. Figure 8b. PFE pseudo-section at y = 4 dipole units.

Figure 6a. App. resist. pseudo-section at y = 2. Figure 9a. App. resist. pseudo-sectionaty =5 .

Figure 9b. PFE pseudo-section at y = 5 dipole units.

Figure 7a. App. resist. pseudo-section aty = 3. Figure 10a. App. resist. pseudo-section at y = 6.

Figure 7b. PFE pseudo-section at y = 3 dipole units.. Figure 10b. PFE pseudo-section at y = 6 dipole units.
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Conclusions

We developed a friendly input graphic interface
that greatly facilitates the hard work of entering 3-D
finite element data. In order to show how easy is to
use the interface, we selected the 3-D Resistiviy and
IP modeling example. The apparent resistivity and
PFE pseudo-sections are displayed by the output
graphic interface. Both, the input and output
interfaces belong to the eGs 2000. With them it is
not necessary to use commercial software such as
MATLAB, SURFER etc...,for displaying the final
results. Thus, this capability makes our application
independent of third part software packages.

Similar interfaces can be used in other Electrical

Figure 11b. PFE pseudo-section at y = 7 dipole units. Geophysics applications such as Magnetotelluric,
Electromagnetic tomography, 3-D EM and so on.

Figure 11a. App. resist. pseudo-sectionaty =7.
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Abstract

Understanding the nature of the georadar reflection
response in terms of the dielectric permittivity and
conductivity contrast is important in the realm of
interpretation. This motivates the present study,
which has the aim to carry out an experiment in a
controlled fashion such that the relation can be estab-
lished between the measurement and the relevant
physical parameters. In the present paper we present
the results of such a measurement and an interpreta-
tion based upon a 1D model, which is realistic enough
to accommodate sophisticated physical parameter
models.

Introduction

The study of the reflection response in georadar data
deserves our full attention if it is our aim not only to
position the GPR refection at its true depth position,
but also to be able to identify the material contrast.
Examples are found in Hagrey and Miiller, 2000, and
Lazaro-Mancilla and Gémez-Trevino, 2000. In the
paper of Hagrey and Miiller (2000), a research is
presented reporting on a GPR study relating the pore-
water content and the salinity in sand to the permit-
tivity and conductivity contrast under controlled con-
ditions. In the present research we have a similar goal.
We buried a plastic pipe of 1m length with a diameter
of 10cm in sand at a depth of 0.5m. The pipe was
closed at both ends, but by means of a hose at both
sides the pipe could be filled with any fluid desired
without changing the in-situ conditions of the buried
pipe (see Fig.1).

Cross section

Figure 1. Georadar acqusition geometry. a:
transmitting and receiving antennas; b: filling
hose; c: testing pipe containg fluids.
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recording time [ns]

The pipe is traversed with the pulseEKKO 1000, 450
and 900Mhz georadar system in such a way that the
pipe is perpendicular to measurement direction. In our
measurements we considered the pipe filled with air,
water, ethanol and glycerol to have a wide range of
permittivity values. In Fig.2 we show the results for
the 450Mhz measurement when the pipe was filled
with water. Clearly the internal multiples of the pipe
are visible. In order to be able to translate the meas-
urement to the permittivity values, we need a forward
theoretical model to guide this operation. We decided
to restrict ourselves to a 1D-analysis of the measure-
ment carried out just above the buried pipe.

water filled pipe, fc=450 MHz

0 0.5 1 1.5 2 25 3 3.5
horizontal distance to the middle of the tube [m]

Figure 2. The pulseEKKO 1000 measurement

In the next section we discuss our 1D-model.

Theory

In our analysis we depart from the Maxwell equations
in the frequency domain

VXH—(0O+Iwe)E=J (1
and
VXE +iwu H=0, 2

in which J * accounts for the external source term
that drives the electromagnetic wave propagation and
represents our georadar system. In these equations a
exp(iwt) dependence is assumed and @ = 27f .
In the further analysis of the data we propose a 1D-
treatment of the recorded GPR data. To that end we
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assume a monostatic measurement where transmitter
and receiver antenna coincide with the y-axis in the
origin of the co-ordinate frame. Hence we have

I = H@)6(2)6(2)i . 3)
where | (a)) represents the frequency spectrum of

the transmitter antenna. Further we assume that we
may neglect the x- and y-dependence of the parame-

ters in the data , such that d . and 0 y operating on
the field quantities have a vanishing contribution in
Egs. (1) and (2). The medium parameters and hence

the field quantities only show z-dependence and their
wave behaviour follows from the characteristic equa-

tion for Ey ,
2

J’E, +‘;’—2§r E, = [ (®)5(2), @

with C=4/1/(€,14,) . the electromagnetic velocity

of light in vacuum and the complex relative permit-

_ io(z
tivity parameter €, (Z, @) = €, (Z,®) — (2) ,

we,
such that Im{ /€, } <0 for @ > 0. There is no

contrast in the magnetic permeability and conse-

quently we take ££(Z) = U, . The other characteristic

equation for H y 1s immaterial for our particular

wave problem since it is decoupled and has no source
stimulation. We consider the medium piece-wise
homogeneous in the z-direction, such that these re-

. . 1 = (N
gions occupy the domains (z,,,-Z,) with €r(n+ ) for

n=0,1,...and at z=2,=0 we have the air-soil interface
where the GPR antennas are located. In the light of
these simplifications we have the following expres-

sion for Ey (0, w) as solution of Eq.(4) at the air-soil

interface, representing the measurement of the re-
ceiver GPR antenna

E, (0,) = G(w)S(®). 5)
where the impulse response G is given by
1+ RW
G(w) = L, (©6)
1+r,W,

and the global reflection coefficient follows from the
recursion formula

er — rn + Rn+1Wn+1

n=1,2,...,
1 + r.n Rn+1Wn+l

(N
with the complex propagation factor

12 ey
Wn+1 = exp[_4?(zn+1 - Zn) 8r( 1) ] > (8)

and the local reflection coefficient, since there is no
contrast in permeability, is given by

[Er(n) _ [Er(nﬂ)
n - — —
lgr(ﬂ) + /gr(rHl)

such that Z, = 0 and gr(()) =1. The antenna GPR

source signature Sis represented as

S(w) = _r—m l(®).
gV +

Note that the soil medium directly under the trans-
mitting antenna determines the source signature

through /£ . The term /1, / €, is the wave

impedance in vacuum.
In the next section we illustrate how the theoretical
model aids the interpretation of the measurements.

r n=0,1,..., C)]

(10)

Results

The measurements where carried out in a controlled
environment consisting of a sandbox of 10x10x3 m,
in which a plastic pipe was buried at 0.5m depth. The
450MHz-georadar measurement was carried out with
a time sampling of 0.2ns and a total recording time of
50ns. The 900MHz measurement was performed with
a time sampling of 0.1ns and a recording time of
30ns. The first step in the process is the signature
deconvolution of the measurements with a desired
signature, for which we took the third derivative of
the Gaussian. In Fig. 3 this process is illustrated in the
case of the air-filled pipe for both frequencies of
operation. It appears that the operational centre fre-
quency for the 450MHz system is S00MHz, while for
the 900MHZ system we observe that 650MHz is the
actual centre frequency. We choose our desired sig-
nature such that in both cases its centre frequency was
situated at 600MHz. Furthermore we restricted the
recording time in both cases to 20ns. The actual sig-
nature deconvolution was carried out according to

Edecon — Erresured Sdesred / Sactual ,

(1D
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where S™"® i estimated from the actual meas-
urement by selecting the first arriving signal. The
latter is in fact representative for the expression of
Eq.(10).

450 MHz antenna

1
measured signal

D ) r\/\A’\,\_\

15 0

500 1000 1500 2000

vaull

500 1000 1500 2000

estimated signature

3

desired signature 0.4
02

deconvolved signal 04

02

% 0

tlme [ns]

500 1000 1500 2000

b % o m &k ®

0 500 1000 1500 2000

frequency [MHz]

0 MHz antenna
0.1

measured signal
005

0 30 0 500 1000 1500 2000

estimated signature

é

0 3

500 1000 1500 2000

2 desired signature 0.4

[ 30 0 500 1000 1500 2000

Noa A

deconvolved signal 0.4

2

4 0
[ 5 10 15 20 30 0 500 1000 1500 2000

time [ns] frequency [MHz]

Figure 3. The process of deconvolution of the air-
filled pipe for the 450 and 900MHz measurement.

Next we determine our theoretical result by comput-
ing the impulse response according to Eq. (6). The
theoretical formulation supports internal multiples in
the z —regions and this facilitates a realistic modelling
result of the pipe embedded in the sand. In order to
properly model the material parameters we consid-

ered the following expression for £,

0 oo .
_ - & —€ io
E(w)=¢"+—" ia; - , (12)
1+-— @
a)rd

where we took into account for the relative permittiv-
ity £, = &, (W) the frequency dependence according
the well-known Debye model. In the latter model

£.” . These

lime, (w)=¢,°and lime, (w) = €,
0l0 W—>o0
limits determine the starting and end values of the

permittivities in the frequency band of interest, while
the radial relaxation frequency @),y determines how

rapid this transition goes.

In Fig.4 we show how the modelling results compare
to the deconvolved measurements for the case that the
pipe was filled with air, water, ethanol and glycerol.
The best results where obtained for simultaneously
450 and 900MHz for the medium parameters shown
in the table below.

Table I. Obtained parameters

. ) . f, |o
medium | £, & MHz) | (mS/m)
_—_
sand 3.2 2.9 200 7
air 1 1 - 0
water 80 60 143 0
ethanol 20 4 667 0
Elzcerol 40 1000 0

Conclusion

We conclude that our approach is successful in de-
termining in a controlled way the medium parame-
ters. We were able to come to one model that was
able to explain both the 450 and 900 MHz results.
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Figure 4. Comparison of deconvolved signals (solid) for 450MHz and 900MHz with

the modelled result (dotted) for the cases where the pipe was filled with air, water,

ethanol and glycerol.
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Coast Effectson Magnetotelluric Data from the Brazilian Southeastern Region
Antonio L. Padilha, icaro Vitorello and Marcelo B. Padua, INPE, Brazil

Abstract

The coast effect on magnetotelluric (MT) data ac-
quired near the Brazilian SE coast in the state of Sio
Paulo is investigated using two-dimensional (2D)
modeling. The Atlantic ocean was modeled as a layer
of constant resistivity (0.3 ohm.m) and thicknesses up
to 2.0 km at 160 km from the coast, according to
bathymetry. Offshore Santos Basin was also included
in the model using parameters derived from boreholes
and seismic lines. The continental resistivity model
was constructed based on the electrical structure in-
ferred from previous MT studies. The modeling exer-
cise shows that the ocean-coast effects are very im-
portant for periods greater than some seconds at dis-
tances of tens of kilometers from the coast. Synthetic
data from the model are compared with a MT sound-
ing carried out in the Serra da Mantiqueira plateau.
Splitting between TE and TM modes observed at a
period of 30 s in the MT data can be explained as
being generated by electric currents induced in the
highly conductive Atlantic ocean (coast effect), about
90 km away.

Introduction

The Precambrian crystalline complex of southeastern
Brazil is composed of lithologies of very distinct
ages, composition, metamorphism and crustal level
origin. They range in age from the Archean to the
Neoproterozoic, in silica content from mafics to fel-
sics, in metamorphic grade from greenschist to high
grade granulite facies and have been transported from
mid- and lower crust. Presently they are distributed
along NE-SW tectonic structures related to a complex
history of subduction and back-arc processes,
orogeny and collapse from continental collision, and
respective subsidence, uplift, denudation and magma-
tism.

To determine the electrical conductivity struc-
ture of the crust and mantle in this region, an informa-
tion of prime importance to constrain the various
tectonic evolutionary models already proposed, a
number of magnetotelluric soundings have been car-
ried out in recent years across some of the major
geotectonic structures in the states of Sdo Paulo, Rio
de Janeiro and Minas Gerais (e.g., Figueiredo, 1997;
Brito, 1998). However, in the interpretation of these
data the authors have not taken into account the influ-
ence of remote conductivity contrasts, in this case
represented by the adjacent Atlantic ocean.

The extension of the area influenced by a given
conductivity anomaly (specially the sea-coast effect)
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has been discussed by several workers (e.g., Ranga-
nayaki and Madden, 1980; Menvielle and Tarits,
1994; Monteiro Santos et al., 2001). According to
these workers, the electromagnetic field may be sig-
nificantly distorted by these anomalies over large
distances and the horizontal length scale used to
quantify this distance is called the adjustment dis-
tance (AD). Ignoring such effects in the 2-D model-
ing of data acquired within the area affected by the
coastal effect may introduce severe bias in the whole
process of data interpretation.

In this paper, the effects of the ocean on MT
data from SE Brazil were tested with the use of sim-
ple models and compared with experimental results
from a station over the Serra da Mantiqueira plateau
in the state of Sdo Paulo.

Two-Dimensional Forward Modeling

A finite element code (Wannamaker et al., 1987) was
used to calculate the 2D MT forward responses. The
main features of the 2D model used in this discussion
is shown in Figure 1, based on available information
from geological and geophysical data. The landward
conductivity structure is a simplified version of the

geoelectrical model derived by Brito (1998) for a

profile across the Taubaté Basin in the state of Séo

Paulo. It comprises the following layers:

1. the upper and lower crust is represented by
blocks of 10,000 ohm.m, as observed in the 2-D
inversion of the above referred Brito's study;

2. athin layer of 20 m and resistivity of 30 ohm.m
(not shown in Figure 1) is included at the top of
the upper crustal resistivity block to account for
weathered overburden, as defined from AMT
studies (Padilha and Vitorello, 1992);

SEAWARD LANDWARD
Q.3 I ‘

500 10,000

100

Depth (km)
o

10,000

20 . ‘
o 00 200
Distance (km)

Figure 1 - Generalized 2D model used in this
study. Resistivity values are given in ohm.m
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3. an enhanced conductivity in the middle crust
detected in the Brito’s study is represented by a
layer of 20 S (thickness of 2 km and resistivity of
100 ohm.m) at a depth of 10 km.

The geoelectrical structure for the oceanward part

was derived from available bathymetry and geologi-

cal/geophysical data for the Santos Basin published

by PETROBRAS's researchers (e.g., Macedo, 1989;

Pereira and Feij6, 1994). It includes the following

layers:

1. the ocean is represented by a layer with resistiv-
ity of 0.3 ohm.m and thicknesses reaching 2 km
at a distance of 160 km from the coast;

2. the sediments in the Santos Basin are represented
by a layer with a mean resistivity of 7 ohm.m and
a maximum thickness of 5 km close to its depo-
center (information inferred from induction logs
and seismic lines);

3. a resistivity layer at the bottom of the sedimen-
tary package, with resistivity of 500 ohm.m and
maximum thickness of 2 km, represents salt
provinces and volcanic rocks.

Different tests were performed using this basic
model, checking the effects of including and exclud-
ing certain features. In particular, to test the effects of
the ocean, two different models were run, both based

i
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o] |
|
|
1 1
ag T
L=l
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Log Period (s)

Figure 2 - Comparison of theoretical MT results
generated by the 2D model of Figure 1 with and
without the ocean at a site 50 km landward from
the coast. Continuous line is the response without
the ocean, long-dashed line is the TE-mode re-
sponse with the ocean and short-dashed line is the
TM-mode response with the ocean. Upper graph
is apparent resistivity and lower graph is imped-
ance phase.

on the model of Figure 1 but one having the ocean
and another having no ocean. An example of the
results is presented in Figure 2, considering a site at
about 50 km landward from the coast. As can be seen
in the picture, there is little difference in the response
at short periods; beyond a given period (in this exam-
ple, at about 10 s for apparent resistivity and 3 s for
the phase), the curves for the models with and with-
out an ocean differ significantly. In fact, the ocean
splits the curves with the TM apparent resistivity
curve rising and the TE apparent resistivity curve
descending compared to the non-ocean response. The
effect is reversed in the phase, which shows higher
values for the TE-mode.

Similar calculations have been made considering
stations theoretically located at different distances
from the coast. The results of these tests are synthe-
sized in Figure 3. It shows the periods at which the
coast effects would be seen in apparent resistivity and
phase in both modes of propagation of the electro-
magnetic waves. As already observed in Figure 2, it
can be seen that for a given sounding the coast effect
always appears at shorter periods in the phase than in
the apparent resistivity. Also, the TM-mode is much
more affected than the TE-mode in soundings carried
out very close to the coast. The latter result can be
explained by considering that the TM-mode has a
much higher resolution than the TE-mode to sense the
electrical charges concentrated parallel to the coast in
the conductive sea. The highest resolution of the TM-
mode disappears as we move away from the region
where the lateral variation in conductivity occurs. In
our case, the coast effect is seen at approximately the

T T T
i

[=3

50 100

Distance (km)

Figure 3 - Periods at which the sea-coast effect is
theoretically sensed by the MT data as a function of
the distance from the coast. Continuous lines are the
TE-mode (upper curve is the effect on the apparent
resistivity, lower curve is the effect on the phase) and
dashed lines are the TM-mode (upper curve for ap-
parent resistivity, lower curve for the phase).
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same periods in distances around 50 km from the
coast.

Comparison with Experimental Data

Figure 4 shows apparent resistivity and phase data for
a station located in the Serra da Mantiqueira plateau
in the state of Sdo Paulo, about 90 km away from the
coast. The MT curves were obtained by using modern
techniques for data processing and distortion correc-
tion but static shift was not evaluated (see Padua,
2000). The static shift on MT data corresponds to a
shift of the apparent resistivities by a period inde-
pendent multiplicative constant without affecting the
phases and is normally generated by near-surface
inhomogeneities. As a consequence, the apparent
resistivity data shown in Figure 4 can not be used to
verify the coast effect in this station.

On the other hand, the phases are not affected by
this kind of local distortion. It can be seen that the
split between both modes starts in phase at periods of
approximately 20 to 30 s. This result and the format
of the splitting between the curves is very similar to
those foreseeing by the theoretical calculations pre-
sented in Figures 2 and 3. The main difference is that
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Figure 4 - Experimental apparent resistivities
(upper graph) and impedance phases (lower
graph) at a site over the Serra da Mantiqueira pla-
teau. Closed symbols refer to TE-mode and open
symbols to the TM-mode. Error bars are one
standard deviation.
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the period at which the effect starts is a little longer
than expected (around 10 s). This difference can be
explained by subsuperficial variations of conductivity
in relation to the homogeneous model of Figure 1,
generating a lower contrast of conductivities between
the land and the ocean than assumed in the model.

Conclusions

This exercise shows that the sea-coast effect is ex-
tremely important on MT data acquired in the South-
eastern region of Brazil. Due to the large contrast of
conductivities between the sea and the highly resis-
tive rocks of the local crust, the effects extend until
very large distances from the coast, much more than
reported by similar studies in other regions of the
globe. Without correcting or taking into account this
effect in the process of data interpretation, it is virtu-
ally impossible to study the geolectrical features sam-
pled by periods larger than tens of seconds (see limits
in Figure 3). Probably in a region where the crust is
less resistive (as in the case of the state of Rio de
Janeiro; Figueiredo, 1997), the effect may be less
critical but even so cannot be ignored.

Possible alternatives to minimize the coast effect
include the numerical resolution of the problem (see
Monteiro Santos et al., 2001) or the inclusion of the
sea in the bidimensional modeling of the data. In both
cases, however, we will face the difficulty of getting a
reasonable model for the distribution of conductivi-
ties in the oceanic lithosphere, an information pres-
ently not available for this region of the South Atlan-
tic.
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Abstract

A method of crosswell electromagnetic imaging is
presented and used to analyze the relevant parameters
for electromagnetic tomography. The influence of a
punctual inhomogeneity on the magnetic field is
calculated through the Sensitivity function based on
Born approximation. The analysis of the extremals of
that function is applied to generate crosswell images.
The method showed that the resolution is very good
vertically and very poor horizontally. Images are not
affected by increasing the number of receivers and
their horizontal alignment with the scatter, but local
maxima occur if transmitter and scatter are not
horizontally aligned. Furthermore, vertical resolution
is improved for increasing number of transmitters and
the aperture. These results are in agreement with
those well known in electromagnetic tomography
literature.

Introduction

Electromagnetic tomography came after the X-ray
tomography for diagnostic and seismic tomography.
The success of these two imaging methods is partially
due to the use of high frequencies for which the ray
theory can be applied. For the lower frequencies used
in electromagnetic tomography the wave equation is
replaced by diffusion equation and the ray theory can
not be applied anymore. So comes up the diffusion
tomography as mentioned in Zhou et al. (1993).

A good review of diffusion tomography can be found
in Alumbaugh & Morrison (1995). These authors
considered inhomogeneities with a cylindrical
symmetry and used an interactive Born scheme to
solve the forward problem and the least square
technique for the inverse problem. Other possibilities
for both forward and inverse problems can be found
in Lee & Xie (1993) and Zhou et al. (1993).

Because of tomography is computationally expensive
it is important to find the relevant parameters and
their influence in tomographic images. A simple
method of doing so has been developed by Spies &
Habashy (1995). They used Born approximation to
find the Fréchet Derivatives (called Sensitivity
Function) to evaluate the influence of a punctual
inhomogeneity having low conductivity contrast with
the homogeneous background. The main conclusions
obtained by these authors are: 1-The region of the
earth contributing to the crosswell electromagnetic
response is a quasi-ellipsoidal volume encompassing
both source and receiver; 2-The strongest response
originates from the immediate vicinity of the source
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and receiver; 3-The interwell contribution increases
markedly with increasing frequency.

A method to obtain conductivity pseudo-sections
from electromagnetic measurements has been
presented by Brito (1994). This author defined a
Detectability function (A) to calculate the influence of
inhomogeneities on the electromagnetic field and,
using a parametric representation of the geophysical
model, analyzed the extremals of A. The values of the
parameters associated to these extremals were used to
built a section of A. giving a picture of the
conductivity distribution.

In this paper we use the Sensitivity function as
calculated by Spies & Habashy (1995) and the
imaging method proposed by Brito (1994) to analyse
the influence of model parameters on electromagnetic
tomographic images.

Earth and electromagnetic system models

The earth is considered as an infinite homogeneous
and isotropic background with an inside
inhomogeneity. Background conductivity is oy, and
the inhomogeneity conductivity is o =o,+0;, where o
is a perturbation due to the punctual scatter (Fig. 1).
Two vertical boreholes are represented by straight
dashed lines a distance L apart. Transmitter and
receiver can move along these lines. Following Spies
& Habashy (1995) the influence of the scatter on the
magnetic field was calculated using Born
approximation and is given by the Fréchet derivatives
there called Sensitivity functions given by

Fo (15 1 1) S i ] N A [(X =X )(X =) +(Y =YR)(Y —¥r)]
x S(r,ry)S(r,r;) ; @

Fo(ri feofr) = =ioph ] Np A (2 =25)(X =% )S(r,1R)S(r,1;) s
Fyz(r; errT) = _iw/-‘ol N; AT(Z _ZR)(y _yT)S(r! rR)S(r! rT) ;
where gl

S(r, r')=7‘3 El—ikb‘r—r"g

4n‘r—r'
and |r—r'| =Hx-x)* +(y -y)* H(z —z*)za%-

The subscripts zz, xz and yz indicate the direction of
the receiver and transmitter axes, respectively.
Because of electromagnetic coupling F, is the
strongest component of the scattered field. Therefore,
to outline the method we used, only this function will
be considered in this work. Furthermore, we will keep
the scatter on the xz plane where it gives the main
contribution to the signal.
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Fig 1 - Earth and electromagnetic model. Vertical
dashed lines represent boreholes. The transmitter is a
vertical magnetic dipole (z direction) and the receiver
can measure both x and z components of the
magnetic field. L is the distance between boreholes
and g, and o are the background and inhomogeneity
conductivities respectively.

A plot of F, is given in Fig. 2 with an inhomogeneity
at a distance L/2 from both transmitter and receiver. A
parametric representation is made in order to keep the
function independent on particular values of
geometric and physical properties. The amplitude of
F,, is normalized by its maximum value and plotted
as function of L/3, where & = (2/cw0y)*? is the skin
depth of a plane wave in the background media. The
parameter L/J holds three important quantities: the
distance between boreholes L, the electric current
angular frequency w = 27f and the background
conductivity g,. A number of combinations of these
three properties can give the same value for L/J,
leading to the same sensitivity function value,
independently of particular values of wy g, and L.
Remark that the scattered field vanishes for both low
and high values of L/d reaching the maximum near

05F

Normalized Amplitudes

10" 1;)0 L& 1(‘)1 10°
Fig. 2 - Sensitivity function F, Normalized
amplitude versus L/d. The scatter is at a distance L/2

from both the transmitter and the receiver.

L/d = 3.5. This means that, for fixed values of L and
o, there is a frequency for which the inhomogeneity
gives the maximum contribution to the signal and, for
both very low and very high frequencies the scattered
field is too small to be considered.

Model parameters

We use a polar coordinate system with the origin on
the transmitter to localize both the scatter and the
receiver (Fig. 3). Therefore four variables are needed
to describe their position: (o, 6) for the receiver and
(on, 8,) for the heterogenity. Besides, another variable
L links the receiver positions to the distance between
boreholes through L = g, sin6.. This way we have
five variables to

geometrically describe L

the model.

Besides the geometrical
variables two physical
properties must be taken
into account: the
transmitter electric
current frequency wand T
the background
conductivity oy,

So we have seven
variables to deal with:

Ob

P, G pn G L gvand @ cantered on the transmitter.
It is wise to represent the

Sensitivity function in a parametric form, i.e., as
function of dimensionless parameters. This way it
will be independent of particular values of the seven
variables. The parameters are a set of generalized
coordinate defided as:

1- 6= 6/6. - indicating the angular distance from
the inhomogeneity to the receiver.

2-p=p/d - relating the frequency to the radial
position of the inhomogeneity, for a given
background conductivity.

3 -L/p=sin 6 - this parameter is useful only as a
constrain to L, p,and 6,, since they are all known
model variables.

Therefore the seven variables are reduced to three
dimensionless parameters and the first two are
enough to relate the Sensitivity function to the
inhomogeneity position.

Fig. 4 shows F,, amplitude as function of 8and p for
model variables indicated in the caption. Remark the
maximum at p,, = 1.7 and 6,, = 1.0. These values
indicate that the inhomogeneity gives the maximum
contribution to the signal if located at a distance p,
=1,7Jd from the transmitter and along the straight line
from the transmitter to the receiver. Nevertheless, as
these results are for a particular scatter position, we

73

Fig. 3 — Polar coordinate system
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will investigate how these maximum coordinates
(om, Bm) varies with inhomogeneity position.

E m

«  Seraiivity ampliude
L5 |

£= ] o }

a as a

Fig. 4 — Normalized Sensitivity as function of pand 6.
With L =100 m, g, =0.1 S/m, p, = 0.5L e 6,= 1/2.

Analysis of the maximum of Sensitivity function
The scatter will be moved inside a region to verify
how the coordinates of the maximum of F,, will
change. A trapezoidal region was taken to fit the polar
coordinate system and model (Fig. 5). The vicinity of
the wells are not included. They can be investigated
by other methods (well logging for instance). The
aperture (1.8L/0.8L = 2.25) can be considered large if
compared with usual values : L

in electromagnetic
tomography (Alumbaugh &
Morrison, 1995). The
values of p, and 8,
obtained over the entire
domain lie in the range 0.3
<pn<28and0.53< G, <
1.41 and its mean values
are 1.6 and 0.97,

respectively. - S
The mean values 0.8L

of pnand 6 will - Fig 5 _ Trapeziodal domain for

now be used to inhomogeneity positioning.
built Sensitivity

sections.

T4 1.8L

Building Sensitivity sections

A single inhomogeneity is used in this work because
Born approximation can not hold for 2 or more
scatters. Additionally a single one is enough to
establish the steps of building Sensitivity function
sections.

We consider a small scatter in the region interwells.
The background conductivity is assumed to be a
priori known. A set of Sensitivity function (F,,)
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values are obtained by varying the positions of
transmitter (ry) and receiver (rg) and the frequency
(a). Each value of F; is then associated to a position
(0,6), where

pi = pmd and & = 6,6 (2
The coordinates p; and 8, replace p, and 6,
respectively, on the parameters p and 6. Furthermore
Pm and G, are the values of pand 0 corresponding to
the maximum of F,,. As seen in the previous section
Pm and G, lie in a range, so associating F,, to them
through equations (2) means to define a region where
the punctual heterogeneity must lie to give its
maximum contribution to the signal. That region is
called main zone (Brito, 1994). Using the mean
values of p, and 6, in equations (2) is equivalent to
set the inhomogeneity on the center of that zone. This
center point is called main zone center.
The values of F,, calculated from eqg. (1) and
associated to each corresponding position by eq. (2)
can be ploted as seen in Fig. 6. Cartesian coordinates
are now used for easy interpretation. The values of
the model properties are given in the figure caption.

40 &0 Bl m

& dirl

Fig. 6 — Sensitivity function mapping for the model
represented in Fig. 1. With L = 100 m and o, = 0.1 S/m.
The inhomogeity position is showed by O and the

maximum value of F, is indicated by +. The 3
transmitter and 9 receiver positions are marked on the
left and right axes respectively.

Remark that F,, vanishes as the distance from the
inhomogeneity increases. On the other hand, the
maximum Sensitivity value is close to the position of
the inhomogeneity. It is for this reason that
Sensitivity maps are similar to conductivity images.
In this case there is no difference on the z coordinates
of both scatter and maximum F,,. Other models with
different number of transmitter and receivers, and
other heterogeneity positioning show small
differences on these coordinates. This means that the
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vertical resolution of this imaging method is very
good. On the x axis the difference is much greater
than on z axis (see also Fig. 7). Hence the horizontal
resolution is very poor. These results are similar to
those found in electromagnetic tomography
(Alumbaugh & Morrisson, 1995, Zou et al., 1993).
Even greatly increasing the number of transmitters
the horizontal resolution can only be slightly
improved (Almeida, 1999)

Data in Fig. 7 differs from those on Fig. 6 only by the
number of receivers and the inhomogeity position. As
we can see, the vertical position of the maximum F,,
has no influence of the number of receivers. The same
result appears in a number of other models not shown
in this paper (Almeida, 1999). The difference
between the inhomogeneity and F,, maximum
horizontal positions is not due to the increase number
of receivers but only due to the poor horizontal
resolution of the method.

The number and position of the transmitters have
much greater influence on F,, images then the
receivers. Fig. 8 shows an example with two local
maxima arising because there is no transmitter on the
horizontal straight line passing over the scatter and a
receiver. Nevertheless, vertical positioning of the F,,
maxima is still good.
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Fig. 7 — Same model as the one in Fig. 6 except by the
inhomogeneity position and of using 33 instead of 9
receivers.

Conclusion

The imaging method showed in this paper indicates
that the vertical resolution for detecting small
conductive bodies by crosswell electromagnetics is
very good, while the horizontal resolution is very
poor. These results are similar to those obtained by
the electromagnetic tomography as can be found in
the cited literature. The number of receivers and their
horizontal alignment with the scatter doesn't make
any significant difference on the image quality or

resolutions. On the other hand, two or more maxima
can occur if there is no transmitters horizontally
aligned with the scatter. Finally, these results
obtained in a quite simple way, can give some insight
to constrain the parameters in a more expensive
procedure such as inversion techniques.
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Fig. 8 — Same model as Fig. 6 now using 12 transmitters
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Abstract

An electromagnetic system was developed
using some parts of an old Slingram ABEM EM35/88
as transritter and receiver coils and matching
transformers. Modern circuits with low noise lock-in
amplifiers and analog multiplier were used to detect
signal from a high magnetic permeability receiver
coil. In phase and quadrature voltage of lock-in
amplifiers outputs were achieved using square
waveform reference from the transmitter coil circuit.
Comparison of these voltage by a precise analog
multiplier give us the electrical apparent conductive
of the oveburden layer (conductor). One third lock-in
circuit was used to adjust the spacing intercoil by
nulling the total field component.

Introducao

Um sistema eletromagnético no dominio da
frequéncia foi desenvolvido, usando- se componentes
de um antigo sistema ABEM GUN 35/88. A
reutilizacdo de partes tais como a bobina transmissora
e o transformador de acoplamento do estagio de
poténcia do circuito de geracdo de sinal do médulo
transmissor, e a bobina receptora, permitiu reduzir os
custos do projeto, sendo que 0s componentes
eletrénicos usados sdo comumente usados na area de
eletroni@ digital e analdgica.

O sistema descrito funciona com duas
frequéndas diferentes, de 880 e 3520 Hz.

Descricao do Método

O sistema eletromagnético EM35/88 baseia-
seno principio de que, quando um condutor elétrico &
submetido a um campo magnético alternado, uma
corrente secundaria circula pelo mesmo. Por sua vez,
esta orrente produz um campo magnético secundario
gue somado vetorialmente ao campo primario gera
um campototal na bobina receptora, de amplitude e
fase diferentes do campo primario aplicado. A
composicdo dos dois campos gera uma elipse de
polarizagio (Grant & West, 1965) caracteristica, em
cada ponto da superficie. A medida das componentes
em fase eem quadratura do campo secundario
permite caacterizar os parametros da elipse de
polarizagdo, que indica a presenca de um condutor
(soterrado) ou de uma descontinuidade lateral.
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Segundo McNeill (1980), a razdo entre 0s
campos secundario e primario pode ser dada em
funcdo da condutividade elétrica aparente e de
algumas constantes representadas abaixo:

Hy _iwu,os°
H 4

p
sendo:

Hs= campo secundario na bobina receptora
H,= campo primario na bobina transmissora
w=2rf

f= frequéncia (Hz)

Moo= permeabilidade no vacuo
o=condutividade aparente do solo

s= espagamento entre bobinas (m)

i= -1

Uma das vantagens do  método
eletromagnético, em relagcdo a outros métodos
geofisicos (eletrorresistividade, p. ex.), € que as
medidas de campo sdo mais rapidas, necessitando
apenas de duas pessoas para opera-lo.

Medidas das Componentes Real e Imaginaria

Para as medidas de intensidades relativas das
componentes real e imaginéria, deve-se ter 2 sinais de
referértia: um em fase e outro em quadratura, com o
sinal transmitido. Na pratica o transmissor esta
conecado ao receptor por um cabo coaxial que
trangorta o sinal de referéncia senoidal, sem
interferéncia. As técnicas de deteccéo e tratamento do
sinal usadas atualmente, decorreram do
desenvolvimento do método proposto, por Sundberg
(1936).

Descri¢cdo do Transmissor

O transmésor funciona do seguinte modo:
um circuito gerador fornece um sinal quadrado
simétrico, que €é amplificado por um circuito
amplificador classe B constituido de dois
transformadores (entrada e saida), e entdo injetado na
bobina transmissora. A sintonia do circuito LC
paralelo é feita pelo ajuste de C. Para que o sinal de
saida tenha amplitude méaxima e o consumo de
corrente seja o menor possivel, o indutor (bobina
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transmissora) deve estar em ressonancia com O
capacitor C. O diagrama de blocos do transmissor
encontra-se naFig 1.

Do equipamento transmissor origina
restaram apenas a bobina transmissora de nucleo de
ferrite de ata permeabilidade magnética e o
transformador 2 (TRAFO 2). O transformador 1
(TRAFO 1) com derivagéo central no secundério foi
adqurido no comércio e € normalmente usado em
circuitos de audio.

Pelo fato de ter sido aproveitada a bobina
transmissora do antigo equipamento decidiu-se usar
também as freqiéncias originais de 880 Hz e 352(Hz,
pois a bobina foi projetada para esta faixa de
frequéncia. A construgdo de uma nova com nucleo de
ar seria conveniente do ponto de vista prético, pois
poderia ser enrolada no formato “bambol&’,
possibilitando outros arranjos aém do horizontal
coplanar.

O gerador de sina é congtituido por um
oscilador de freqiiéncia gjustavel, que fornece uma
onda quadrada de freqiiéncia 14080 Hz, e de quatro
divisores de freqiéncia que dividem a frequéncia por
dois, sequencialmente.

O sina digita de saida é aplicado a dois
amplificadores operacionais com ganho em malha
aberta, que excitam o transformador 1 (TRAFO 1).

Para excitacdo da bobina transmissora no
modo ressonante, foi construido um amplificador de
poténcia push-pull classe B usando dois transistores
NPN TIP31 aimentados com 12V. Além dos
transistores também fazem parte do circuito o
transformador de acoplamento com nucleo de alta
permesbilidade do equipamento original TRAFO2, e
o transformador 1 (TRAFOL). Esta configuragéo foi
adotada devido a limitagdo de tensdo (12 VDC) no
campo.

Na saida do amplificador de poténcia é
conectado um capacitor de paliéster C, em paraeo
com a bobina transmissora L, para sintonia fina do
circuito LC, na freqiiéncia de operagdo. Apos gjuste,
a tensio nos terminais da bobina atinge
aproximadamente 250 valts.

Descricdo do Receptor

A bobina receptora é constituida de um
enrolamento de 4000 espiras de fio AWG 26 sobre
um nucleo de permalloy de permeabilidade préoxima
de 20000 Envolvendo este conjunto, ha umafolha de
Cu aterrada com o terra dos circuitos analégicos de
deteccdo, para atenuar o ruido originado dos esféricos
e das ondas el etromagnéticas (radiofrequéncia).

A saida da bobina receptora é conectada ao
primario do transformador cuja impedancia de
entrada € aproximadamenteigual ado enrolamento da
bobina. A saida deste transformador esta acoplada a
um amplificador diferencial de ganho 100 vezes,
seguido de amplificador inversor de ganho ajustavel,
gue perfazem um ganho maximo de 80 dB. Em
seguida, o sinal é tratado por um filtro ativo rejeicéo
(notch), tipo dupdo T, centrado em 60 Hz, para
atenuar o ruido de linha. Entdo, o sina é derivado
para 3 circuitos, fundamentados no detector sensivel a
fase DSF controlados pelos sinais em fase e em
quadratura (defasado de 172), com a tensdo de
referéncia proveniente do transmissor.

O primeiro DSF1 é chaveado peo sina
proveniente do transformador conectado ao cabo
coaxial de referéncia, que conduz o0 sina de um
solendide (5 espiras) enrolado ao redor da bobina
transmissora, até o receptor. Este transformador de
acoplamento efetua o casamento de impedancia, que
permiteatransferénciaméximado sinal, reduzindo os
efeitos do ruido, sem distorcer o sinal. Antes de ser
aplicado aos DSF, o sina senoidal é corrigido em
fase por filtros ativos tipo all-pass de atraso gjustavel
de 0 a 2 e entdo quadrado por circuitos
comparadores de tensdo. Estes circuitos sdo ajustados
para fornecer os sinais em fase e em quadratura, para
0s 3 circuitos DSF.

O sina de referéncia em fase é usado para
demodulacdo sincrona DSF1 do sinal total resultante
da composicdo vetorial dos campos primério e
secundario. A tensdo de saida é proporcional a
amplitude do campo primério na bobina receptora.

Com o sinal em quadratura, o circuito DSF2
procede ap chaveamento do sinal decorrente do
campo total, separando a componente secundaria
(imagindria) do campo total. O sina de saida é
proporcional a amplitude do campo secundario na
bobina detectora. Como a amplitude do sinal de saida
de DSF2 é cerca de 1000 vezes inferior ao de DSF1,
de deve ser amplificado de 60 dB, antes de ser
tratado pelo estdgio seguinte, que consiste de um
multiplicador anal bgico.

As tensdes nas saidas dos demoduladores
sincronos DSF2 e DSF1 correspondentes as
componentes em quadratura (campo secundario Hy) e
em fase (campo primario Hp) sdo divididas no modo
analogico pelo circuito multiplicador AD534, cujo
sinal de saida € proporciona a condutividade e étrica
aparente do alvo em subsuperficie.

Atualmente, 0 equipamento desenvolvido
estd sendo preparado para operages de campo,
juntamente com o Geonics EM-34.

77



£

Projeto de um equipamento de campo magnético induzido para prospeccao mineral

Bibliografia

Beck A. E., 1991 Physical Principles of Exploration
Methods. Wuerz Publishing Ltd.

Fonseca, N.RM., 1979 Equipamento
Eletromagnético para Prospeccdo Geofisica e
Modelamento Reduzido. Dissertacdo de Mestrado,
UFPa-NCGG, pp 64.

Grant, F. S. & West, G. F. 1965 Interpretation
Theory in Applied Geophysics (McGraw-Hill)

MacNeil,J.,198QEletromagnetic Terrain Conductivity
Measurement at Low Induction Numbers. Geonics
Limited Technical Note TN-6.

Nabighian, M.,1988 Electromagnetic Methods in
Applied Geophysics.  Society of Exploration
Geophysicists.

Silva, RC.A & Vema OM. 1997% Anomadlias
Eletromagnéticas de Corpos Inclinados em Contacto
com o Manto. 5° Congresso Internacional da SBGf,
S0 Paulo.

Sundberg, K. 1936 Principles of the Swedish
Geoletrical Methods. Reprinted from Erganzungs-
Hefte fur angerwandte Geophysik, 199-361

14080Hz
Oscilador Yy = Yy + Yo + Yy +
3520Hz 1760Hz 880Hz
7040Hz
o— |
o—o7
O
Bobina
o Transmissora

5 ©
— +12V S
Amplificador =cC % ~ S
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Figura 1: Diagrama de blocos do transmissor.
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Abstract

Accurate removal of static shifts caused by near-
surface heterogeneities in dual-mode
magnetotelluric  (MT) apparent resistivity

sounding curves in complex geological terrains is
an outstanding problem in MT data analysis.
Using field examples, it is shown that the in-loop
and single-loop TEM curves vary in the same
manner as transverse electric and transverse
magnetic mode MT apparent resistivity curves
over 2D geological terrains. This suggests that
dual-mode TEM data can be used to effectively
remove static shift in MT sounding curves
leaving only those signatures due to
electromagnetic induction in larger local and
regional structures that may then be reliably
modelled using existing multi-dimensional
interpretation schemes.

Introduction

The identification and accurate removal of static
shifts caused by near-surface heterogeneities
(e.g., Berdichevsky and Dmitriev, 1976) in dual-
mode magnetotelluric (MT) apparent resistivity
sounding curves in complex geological terrains
are outstanding problems in MT data analysis
and limit model resolution to a large extent.
Partial remedies to the problem are provided by
novel tensor decomposition and distortion tensor
stripping techniques (e.g., Bahr, 1988; Groom
and Bailey, 1989; Groom and Bahr,1992), spatial
filtering (e.g., Torres-Verdin and Bostick, 1992),
statistical processing with regularized inversion
(e.g., deGroot-Hedlin, 1991), three-dimensional
modelling (e.g., Park, 1985) and apparent
resistivity curve shifting using transient
electromagnetic ~ (TEM) constraints  (e.g.,
Sternberg et al., 1988; Pellerin and Hohmann,
1990). Interestingly, joint processing of TEM
and MT data is currently considered to be the
most promising approach to MT static shift
correction (Singer, 1992) and is based on the use
of a priori constraints furnished by auxiliary
magnetic field measurements (Larsen, 1977).

However, TEM-based studies of MT static
shift correction (Sternberg et al., 1988; Pellerin
and Hohmann, 1990; Meju, 1996) have so far
focused on central-loop TEM soundings and the

prescribed remedies are mostly effective in
simple layered earth media. Steep geological
structures are common in many prospective
terrains and there is no unequivocal method of
correcting the usual dual-mode tensorial MT
sounding curves. For example, Sternberg et al.
(1988) noted that while the central-loop TEM
apparent resistivity curves may serve for
correcting overlapping statically shifted MT
curves of similar shapes, the TEM curve may
agree with the transverse electric (TE) MT
polarization at one site but with the transverse
magnetic (TM) polarization at another site and so
did not find a very consistent pattern between the
signatures of central-loop TEM and a given MT
polarization. The method suggested by Pellerin
and Hohmann (1990) for static shift affecting the
responses of a deep-lying 3-D target embedded
in a layered host could correct the locally
longitudinal MT apparent resistivity curve but
provides little information on the correct position
of the latitudinal (orthogonal) apparent resistivity
curve. It will be highly desirable in such cases to
find an effective method for correcting the MT
responses in both directions to their true
positions without having to rely on the
assumption that both curves will converge at
some high frequency. Meju (1996) suggested that
simultaneous 2D interpretation of dual-mode MT
phase data with central-loop TEM constraints
would solve the static shift problem in an area
with a dominant structural strike providing that
ID conditions prevail above the anomalous
structure and the TEM recordings are at
sufficiently early times to ensure true 1D
response. Unfortunately, in many complex
terrains of current exploration interest (e.g.,
strongly deformed Archaean greenstone belts and
overthrust ~ carbonate  environments)  the
outcropping crystalline basement rocks or thrust
wedges may be steeply dipping so that the
suggested central-loop based strategy will not
always hold good.

The aim of this paper is to demonstrate that
combined in-loop and single-loop TEM apparent
resistivity data can be used to effectively remove
static shifts in dual-mode MT soundings in



complex 2D environments. In the comparative
graphical approach to be adopted here, it is
necessary to present the TEM and MT field
responses using an approximate common-scale
(Meju, 1996) which relates MT wave period T
(in seconds) and TEM transient decay time # (in
seconds) in the form 7 = 3.9¢ . The TEM
responses have been adjusted for transmitter
turn-off effects and the all-time TEM apparent
resistivity approximation (e.g., Bai and Meju,
2000) is adopted in this paper.

Example of correction of dual-mode MT field
data

The Kenya Rift Valley (Figure 1) is part of the
East African rift system, a continental-scale
feature with major rift boundary faults at the
margins yielding distinctive linear structures set
within a complex of sutured Precambrian
basement and younger intrusive components.
Sections of it trend approximately north-south
and have been the subject of recent TEM-MT
studies (e.g., Simpson et al., 1997). It is an
excellent natural laboratory for testing the
hypothesis that dual-mode TEM data can be used
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Figure 1. Geology and TEM-MT site location
map for the Kenya rift valley survey.

for correcting static shift in orthogonal MT
sounding curves in strongly deformed cratonic
settings. Several dual-mode TEM and MT data
were recorded in 1995 across the rift valley using
100 m telluric lines and 100 m-sided TEM loops.
Sample sounding curves for sites located on the

various tectonic terrains along the survey line are
shown in Figure 2. Since the main rift is
approximately north-south in the survey locality
and the declination of the geomagnetic field is
about 1.50 east of geographic north, the MT
north-south and east-west sounding curves serve
as the TE and TM mode data. Notice that the

central-loop curves resemble the MT TE
polarization while the single-loop curves
resemble the TM polarisation responses.
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Figure 2. Comparison of dual-mode TEM
and dual-mode MT data from representative
stations across the Kenya Rift valley.

Note that there is abundant field evidence from
several other geological terrains in support of this
consistent response pattern. For example, a
similar response pattern was seen in the data
acquired in Parnaiba basin in northeast Brazil
(see Meju et al., 1999, Figure 6). Numerous
survey lines were recently recorded in the basin
and transect major faults and grabens. The TEM
single-loop data were found to be similar in
shape to the TM mode MT curves while the
central-loop data agreed with the TE mode
curves.

Finally, an investigation of static shifts in AMT
will not be complete without a treatment of the
classic and highly powerful CSAMT method
eventhough it typically yields single-mode data; a
brief discussion of the implication of the
proposed dual-mode procedure for static shift
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correction in CSAMT soundings is given next
using an example from an Archaean greenstone
belt in Brazil, bearing in mind that such belts are
important sources of gold.

CSAMT single-mode measurements across
steep structures in Bahia state

Some state-of-the-art commercial CSAMT field
systems often incorporate a narrow-bandwidth
TEM unit for static correction. Since CSAMT
data are typically acquired in the TM mode
(across geological strike), it is important to
determine the optimum or appropriate TEM field
configuration for static correction in such cases.
From the case studies presented above, it is
obvious that the single-loop TEM method has the
best potential for static corrections of TM mode
data acquired over strongly linear structures.
Hence, Meju and Fontes (1997)
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Figure 3. Comparison of single-loop TEM and
TM mode MT data from Fazenda Brasileiro.

conducted only single-loop TEM soundings at
CSAMT stations in the Archaean Itapicuru
greenstone belt in Bahia State of Brazil where
the local geology is dominated by steeply
oriented geological structures with a dominant
structural trend (see Palacky and Sena, 1979, fig.
1). Sample data are shown in Figure 3 for a
station along one survey line. It was found that
the single-loop TEM data matched the CSAMT
measurements along the line surveyed in 1996. 1
therefore suggest that single-loop data are the

£

logical compliment to CSAMT (TM mode) data
in surveys across such steep crystalline
structures.

Conclusion

Accurate removal of static shifts caused by
small-size surficial heterogeneous bodies in
complex 2D geological structures is still an
unresolved  problem in = magnetotelluric
prospecting. It has been demonstrated that in-
loop and single-loop TEM sounding curves vary
in the same manner as the transverse electric and
transverse magnetic MT apparent resistivity
curves in 2D geological terrains. It is thus
possible to use dual-mode TEM curves to correct
for static shifts in dual-mode MT or CSMT data
from coincident sounding locations.
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Abstract

An iterative inversion process is employed to analyze
the incorporation of absolute constrains to obtain high
resolution image of cross-well electromagnetic (EM)
tomography. The image scheme assumes a cylindrical
symmetry about vertical magnetic dipole sources and
employs the finite element method to solve the
scattered EM fields by anomalous conductivity
imbedded in an homogeneous background. Images of
illustrative models show that to obtain relevant results
of inversion process, we have to incorporate absolute
constrains for the first guess and also on the borders
of model, to guarantee the convergence to
experimental model. The resolution of method is
examined through changing of frequency and
conductivity contrast between the targets and the
background. Reconstructed models show that, at low
conductivity contrasts, the resolution improves with
increasing frequency. On the other hand, for one
given frequency, large contrasts make the resolution
deteriorates. However when the frequency is
decreased, the quality of image improves.

Introduction

With the advent of cross-hole seismic technology in
the 1980’s, a new generation of high resolution
geophysical tools have become available for reservoir
characterization. Recently the interest in cross-well
methods has also extends to EM method for imaging
inter-well  electrical ~ conductivity, due to
improvements in field instrumentation, computing
power and methods of interpretation. The principal
goal of this method is to obtain high resolution
images of subsurface electrical conductivity
distribution, which is a vital information for deducing
geological structure, rock porosity, fluid saturation
and fracture orientation. However, the most
promising area for using cross-well EM is to monitor
processes which alter the physical properties of
subsurface, like in enhanced oil recovery (EOR)
projects. The image process usually implies making
measurements of EM fields, in this case, at multiple
receiver locations which are produced by sources at
various other location. These measured fields are
directly converted into a electrical conductivity
spatial distribution using some type of tomographic
reconstruction process or numerical inversion. We
showed that to obtain reasonable image of
conductivity distribution we have to add constrains to
regular the process of inversion. Also we analyzed the
influence of frequency, and of conductivity contrasts
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between the background and the targets (anomalous
bodies to the background) on reconstructed images.

The Geometry Model

Following the work of Alumbaugh and Morrison
(1995). The geometry consists of a cylindrically
symmetric region imbedded in an homogeneous

background of electrical conductivity ¢ # , as shown
in Figure 1. The harmonic magnetic dipole sources
are located in a boreholeat » =0 and z =z, onthe

axis of symmetry. If the anomalous conductivity
o(r, z) is distributed symmetrically about this axis,

then electric currents induced by the sources can exist
only in the azimuthal direction, therefore exciting just
TE mode. These currents in turn produce magnetic
fields in the » and z directions which can be
measured in a second borehole some distance away.
This geometry has been employed here because it
significantly simplifies the inversion process by
reducing the full 3-D tensor equation to a 2-D scalar
form. Thus, we get a slice of the 3-D model.
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Figure 1 — Cylindrical 2-D geometry for the cross-well
problem. The inhomogeneous bodies are cylindrically
symmetric about the sources.

Forward Modeling

Considering the geometry illustrated in Figure 1. The

governing diffusion equation for the electric field £,

is
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where J,is the external source with current flowing
in the azimuthal direction, r is the radius from the
axis of symmetry, z is the vertical coordinate and a
time dependence term e'“* is used, o is the
conductivity as a function of » and z, and u is the

magnetic permeability which is assumed to be equal
to the free-space value.

We assume that an inhomogeneous annulus is
embedded in a homogeneous whole-space with
conductivity g?, as shown in Figure 1. The total
field E, can be separated into its primary and

secondary components. The primary fieIdEg is

generated by a vertical magnetic dipole in the
homogeneous background medium. The electric field
in a whole space can be expressed analytically (e.g.,
Ward and Hohmann, 1987) as

iwpm ., r
4w R®

where m, is the magnetic moment, &, =\ —iwua”

and R =+r?+z® . The secondary field E;, is due to

inhomogeneities in the background medium and is

given by

E,=E,-E}, (3)
The differential equation for the secondary electric

field is

0°E; . 9 Eh_a(rE;)D

— . -ik,R
E; =- (1+ik R )e , 2

- iWUCE’
0z 2 or g or 5 HWOHTE
~iwu(o -o”)E; =0, (4)

To solve (4) we apply the finite element
formulation via Galerkin’s method. The vertical
component of the magnetic field is obtained by
numerical differentiation of the relationship

1 130E,)
iodr o

H. =-

z

Q)

Inverse Modeling

The model used to produce the synthetic data, from
now on denoted experimental model, follows the
works by Zhou et al. (1993) and Alumbaugh (1995).
The region inter-well was divided into 200 cells. Each
cell represents a value of conductivity, and also one
parameter in the inverse process. Two 20 x 20 m
transversal sections of the anomalous bodies are
located near the center of the model and are separated
by 20 m. The conductivity of bodies is 0.02 S/m,

which is twice that of the background of the model
(0.01 S/m). The 21 sources and receivers are spaced
at 10 m intervals in the 200 m deep wells, as
illustrated in Figure 2. In the scheme of inversion, the
set of synthetic data is formed by total vertical
magnetic fields measured at the receivers, which are
corrupted with pseudo-random Gaussian noise with
zero mean and standard deviation of 5%. Assuming
that the noise floor of the system is constant, the
noise-to-signal ratio will be smallest when the source
and receiver are the same depth and the signal is
strong. To get regularization in the inverse problem,
we add absolute constrains, where the conductivities
are known through the analysis of samples or well
logging, for example. Following works of (Medeiros
and Silva, 1996), the equation for updating the
parameters is done by (Luiz, 1999).

= == == = =1 p— —_——
A_P:él?;J+MATA+AI§ @i[m _f(Po)]

=T [— ==
+UuA (V—AP())@ (6)
where AP is the vector that represents the increments
added on the parameters, Jo is the sensitivity matrix

in relation to parameters, A represents the matrix
containing the information of absolute constrains,

Yo is the set of observations, 7(1_30) is the vector

containing the valuation in the iterative process,y_/ is

the vector containing the values of absolute
constrains, u is the Lagrange’s multiplier and A is the
damping parameter (Marquardt’s parameter).
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Figure 2 — Experimental model.

The first experiments were made to demonstrate
that is impossible to obtain an image if we don’t use
constrains. As illustrated in Figure 3a, where the
frequency utilized is the 100 kHz, and the first guess
for host conductivity in the inverse process is 0.02
S/m, twice that of background of experimental model.
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The image obtained diverge completely of model, as

shown in Figure 3b.
50
E
:(%_100
o
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50 100 100
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Figure 3 — Reconstructed images without constrains,
(a) First guess, (b) Image.
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Although absolute constrains (0.01 S/m) have been
inserted in the cells on boundary of experimental
model in the previous example, as shown Figure 4a,
the image resulting continues diverging of the
forward model. This is illustrated in Figure 4b.
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Figure 4 — Reconstructed images with constrains on the
boundary, but with first guess far from background

experimental model, (a) First guess, (b) Image.

Now we concluded from these two examples, that
the choice for the first guess have to be close from the
conductivity of the host of the experimental model
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Figure 5 — Reconstructed images without constrains on the
boundary, but with first model close from background
forward model, (a) First guess, (b) Image.

We get acceptable images, when the value of
conductivity for the first guess is close to the host of
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the experimental model, even though absolute
constrains have not been incorporated on boundary of
the model as shown in Figure 5a. Where we set the
first guess for the conductivity to 0.008 S/m, i.e., a
variation of 20% of value background model. The
image resulting matches with the experimental model,
as demonstrated in Figure 5b.

We observed that using the same value (0.01 S/m)
both to the absolute constrains on the cell around the
borders and for the first guess (Figure 6a), the image
obtained is much better than the image gotten without
incorporating constrains on cells of boundary, as
illustrated in Figure 6b as compared to Figure 5b.
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Figure 6 — Reconstructed images with the same value for
the absolute constrains on the boundary, and for the first
guess, (a) First guess, (b) Image.

Resolution of Method

The frequency is an important factor on the resolution
of the image, as shown in figures 7b through 7d.
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Figure 7 — Influence of frequency, (a) 5 kHz, (b) 10 kHz,
(c) 50 kHz, (d) 1100 kHz.

We observed that, in low conductivity contrasts
the image improves, when the frequency increases, on
the other hand, for high frequencies, the measured



£

EM Tomography with Absolute Constrains

synthetic data are very small (order of 10*%), which is
not viable in practice.

To examine the effects of different conductivity
contrasts on the image resolution, we used contrasts
of 4, 6, 8 and 10 times, between the conductivities of
target and of the host of the experimental model.
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Figure 8 — Resolution at 30 kHz as a function of target
conductivity ¢® = 0.01 S/m, (a) o= 0.04 S/m,
(b) 0=0.06 S/m, (c) 0=0.08 S/m, (d) o=0.1 S/m.

For a frequency of 30 kHz the images illustrated in
Figures 8a through 8d show that when the
conductivity of anomalous bodies, and thus the
contrast between the targets and the background, is
grown, the resolution of targets decreases.
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Figure 9 — Resolution at 5 kHz. The contrast of conductivity
between target and the background is 10.

Thus, for one frequency given, the resolution of
the images decreases, when the conductivity contrasts
between the host and the inhomogeneous bodies
becomes larger. However, when the frequency is
decreased the resolution improves, as displayed in
Figure 9.

Conclusions

We have discussed the incorporation of absolute
constrains to obtain image from data cross-well EM.
It has been illustrated that we have to incorporate two
kinds of absolute constrains: one for the value of the
first guess model, that should be in the range of
approximately 80% of background’s value, to
guarantee the convergence of reconstructed model,
and another kind of absolute constrain incorporated
on the borders of the model that permits a gain of
image’s quality, these kind of constrains are
considered weak constrains, since they not demand
any information about the anomalous bodies, but only
relating to the host. We examined the influence of
frequency and of conductivity contrasts between the
background and the target. At practicable applications
we have shown that, in lower conductivity contrasts,
the resolution of image becomes better, with increase
of frequency. For high conductivity contrasts the
resolution of image tends deteriorate, however if the
frequency is decreased this effect is minimized.
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Abstract

In this paper about electromagnetic tomography we
test the use of smoothings constraints implemented by
derivative operators of first, second and third order
calculated by the regularization method proposed by
Tihkonov. To get this, we use the same model
published by Alumbaugh & Morrison (1995). During
the inversion of the data we adopted the Maquardt
algorithm. The finite elements method was used to
calculated de forward model The knowledge of the
true conductivity of host is sufficient to guarantee the
recuperation of the image at any frequency between
10 to 1000 kHz. In this case no other constraint is
necessary. When the conductivity of the host is
partially known, within 20%, the use of derivative
constraints permits the achievement of good results in
range of 50 and 500 kHz.

Introduction

Zhou et al. (1993) developed a technique to
interpret data from electromagnetic crosswell
tomography, applying the Born and Rytov
approximations to the equation of the electromagnetic
field. In their work, using the least square technique,
was demonstrated that the electromagnetic imaging
process reproduces the spatial distribution of the
conductivity of the subsurface. In similar work,
Alumbaugh (1993), Spies & Habashy (1995)
analyzed the resolution of the crosswell
electromagnetic tomography using the sensibility
function  or  Frechet  derivative  function
approximation, which relate small disturbances in the
conductive structure to measures taken with a given
source and receiver pair. The conclusion of these
different studies indicate that two major properties of
crosswell electromagnetic imaging can be determined
from the sensitivity analyses and Zhou’s wavenumber
domain analyses: (1) image resolution improves with
increasing frequency, and (2) the horizontal
resolution depends on maximum vertical offset or
aperture employed in the source and receiver.

Our goal in this paper is to test another
constraining methodology of the electromagnetic
tomography to retrieve the heterogeneitys of the
subsurface, by using of the Alumbaugh & Morrison
(1995) model. A small modification will be done to
the Marquardt algorithm that allows the introduction
of complementary information about the parameters
and to stabilize the problem. For this, the
regularization method proposed by Tihkonov is
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adopted to calculate the operators of several orders,
that are the stabilizers employed in this work.

Model Geometry and forward problem

The Alumbaugh & Morrison (1995) model,
consists of a cylindrical symmetric region of interest
imbedded in an otherwise homogeneous background
of electric conductivity o. A source of magnetic

dipole type with e pehavior is located at r = 0,
Z =17, on the axis of symmetry. If the anomalous

conductivity o(r,z) is distributed symmetrically about
this axis, then electric currents induced by the source
can exist in the azimuthal direction. These currents in
turn produce magnetic fields in the F and 2
directions which can be measured either within the
well transmitter borehole as is commonly done in
electromagnetic well logging, or in a second borehole
some distance away as is done for crosswell EM
measurements. The Figure 1 shows the cross section
of the mentioned model in which two bodies of
conductivity 0 = 0.02 S/m are separated for 20
meters of distance and disposed in the mesh center.
The imaging region is bounded in the semi-space
between the wells and is divided in 10 elements at
horizontal and 20 at the vertical directions, summing
a total of 200 elements (Figure 1). For each frequency
used in this work, which ranges from 10 kHz to 1
MHz, the magnetic field is measured in 21 receivers
in the well i.e., there is a measure to each 10 meters
that starts on the surface, making up 441 data and 882
observations (real and imaginary).

The forward problem was calculated by the finite
elements method. The synthetic data to the inversion
was generated using the model shown in the figure 1.
Is assumed that a noise with gaussian distribution and
5 percent of the minimum value of electromagnetic
field calculated was added to the synthetic data to
simulate a real situation on the field.
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Figure 1 — Cross section of model applied in the
studies
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The inverse problem

Initially, we assume that during the inversion
process, only the host conductivity is known and set
in 0.01 S/m. Actually, this value can be determined by
well logging. The process initiate with a
homogeneous model in which each element of mesh
is set on 0.01 S/m (host conductivity)

The Figures 2 to 4 shows the results achieved to
the frequencies from 50 kHz to 1 MHz. The analysis
of these results shows that the image resolution
increases with the frequency increment and, the
knowledge of the host conductivity is of great
importance to get good results in crosswell
electromagnetic tomography.
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Figure 2-Image resolution at 10(a) and 50(b) kHz.
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Figure 3-Image resolution at 100(a) and 250(b) kHz
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Figure 4-Image resolution at 500(a) and 1000(b) kHz

The results presented in Figures 2 to 4 were
obtained assuming that the host conductivity is
completely known. When this conductivity is
partially known, is necessary the use of additional
information that to allows to achieve good results. In
the tentive to get good results on the case in which the

host condcutivity is known with an error of 20
percent approximatelly, a small modification was
applied to the Maquardt algorithm to allow the
incorporation of complementary information and to
stabile the tomography problem. Qualitative
information is introduced as derivative operators
calculated by Tihkonov regularization method.
Following Medeiros & Silva (1996) and Luis (2000),
the Marquardt algorithm becomes

Ap =[ATA+pu(H™H +VTV)+ Al
[ATAYy = pu(H™H +V'V)p] 1)

in which A is sensibility matrix, H and V are,
respectively, the derivative operators matrixes, and
Ay and p are, the residual and parameter vectors, and,
[ and A are respectively the Lagrange and Marquardt
parameters.

The information represented by H and V matrixes
varies from the bulk smoothness, which assumes
equalness between the parameters (first order
operator), until the information that tries to enhance
the anomalous characteristics (second and third order
operatores).

Due to the bidimensional shape of model presented
in this paper, the derivative operators will be applied
about the parameters regarding their spatial
distribution. Therefore, operators were built to be
applied following the horizontal distribution (matrix
H) and others to be applied following the vertical
distribution (matrix V).

As in this work the derivative operators are the
main stabilizator employed, we show the construction
of the second order operator, regarding the parameters
distribution shown in Figure 5.

PL [P2 |P3 |P4
P5 |P6 |P7 |P8

P9 [|P10 |P11 |P12
P13 |P14 |P15 |P16

Figure - 5 Parameters disposition in the
bidimensional model

Considering that the number of parameters is equal
to six (6), an operator applied in the horizontal
direction will act sequentially on the 1 2 3 and 4
parameters and, on the other hand on 1 5 9 and 13
parameters when applied in the vertical direction.
These operators are calculated using the binomial
coefficient. For the parameters distribution shown
above, a second order operator acting on the
horizontal direction must have the following shape
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On the other hand, an operator of the same order
acting on the vertical direction presents the following
pattern

0-10002000-100000 000
H0000-10002000-10007
00-10002000-10000 0 00
~500000-10002000-1007
_500-10002000-1000005
0000000-10002000-10p
Eooo-looozooo-loooog
H0000000-10002000-1F

The information of the operators mentioned above
is now used during the inversion process. Now, we
assume a model in which the conductivity of each
element (stimated parameter) is set on 0.008 S/m. The
achieved results are presented in the Figures 6 - 10.

The analysis of these results shows that the use of
the derivative operators is only efficient to
frequencies between 100 and 500 kHz (Figure 7 - 9).
For frequency values less 100 kHz the proposed
method does not recuperate the image of the
heterogeneity wherever derivative constraints are
used or not, as illustrated in Figures 6a and 6b. On the
other extreme, i.e. frequencies greater than 500 kHz,
the image of the heterogeneity is not also well
defined, mainly with the second and third derivative
operators as shown in Figures 10b — 10d.
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Figuras 6-lmage obtained with non-constraint
inversion (a) at 50 kHz. Image obtained with
constraint inversion using the first order operator (b)
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Figure 7 - Image obtained with a non-constraint
inversion (a) at 100 kHz. Image obtained with a
constraint inversion using the first(b), second(c) and
third(d) order operators.
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Figure 8 - Image obtained with a non-constraint
inversion (a) at 250 kHz. Image obtained with a
constraint inversion using the first(b), second(c) and

third(d) order operators.
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Figure 9 - Image obtained with a non-constraint
inversion (a) at 500 kHz. Image obtained with a
constraint inversion using the first(b), second(c) and
third(d) order operators.
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Figure 10 - Image obtained with a non-constraint
inversion (a) at 1 MHz. Image obtained with a
constraint inversion using the first(b), second(c) and
third(d) order operators.

Conclusions
From the analysis of the results we conclude:

- The knowledge of the true conductivity of host is
sufficient to guarantee the recuperation of the
image at any frequency between 10 to 1000 kHz.
In this case no other constraint is necessary. The
true conductivity of the host can be easily
obtained trough well log measurements.

- When the conductivity of the host is partially
known, within 20 percent the use of derivative
constraints permits the achievement of good
results in range of 50 e 500 kHz.

- For the cases studied, we observed that the first
derivative operator performed better than the
second and third ones.
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Resumo
No ambito de um programa de exploracdo realizado
no inicio da década de 90, o Observatorio Nacional

realizou 43 sondagens magnetoteluricas (MT),
perfazendo um total de 7 perfis geoelétricos, ao
longo de linhas sismicas previamente levantadas,
cobrindo uma area de 11.000 kmz, ao norte do
estado de MG, na Bacia Protaozoica do Sio
Francisco (ou Bacia do Bambui). A variagdo de
freqiiéncia utilizada foi de 0,001 a 400 Hz. A
regifio localizase entre as latitudes 46" ¢ 45 e
longitudes 16 e 17, proximo da zona de
confluéncia dos rios S. Francisco e Paracatu,
estendendo-se at¢ as margens do Rio Urucuia
(regido transversal ao Rio S. Francisco). As
cidades mais proximas sdo Santa Fé de Minas e Séo
Romdo. Os dados MT obtidos no levantamento
geofisico foram interpretados anteriormente a partir
de inversdo 1D (Porsani e Fontes, 1992; Porsani,
1993), que supde a variagdo da resistividade
clétrica apenas com a profundidade, ndo se
admitindo variag@o lateral ao longo dos perfis.

Tendo em vista o potencial para hidrocarbonetos da
bacia, objetivou-se, neste trabalho, reinterpretar os
perfis MT obtidos anteriormente, utilizando-se um
algoritmo de inversdo bi-dimensional (Mackie et
al, 1997), que permite observar as mudangas
laterais da  resistividade  elétrica,  fornecendo
informagdes que possibilitam a obtengdo de
interpretagdes mais precisas em sub-superficie.

Os resultados preliminares das inversdes 2-D de
quatro perfis MT apresentam estruturas de falhas
ndo observadas nos estudos de inversao 1D.

Bacia Proterozoéica do Sao Francisco

A Bacia do Bambui, ou Bacia do Sdo Francisco,
abrange uma 4rea de 216800 Kni. Cortada
longitudinalmente pelo curso superior do Rio S.
Francisco, engloba partes dos estados de Minas
Gerais, Goias ¢ Bahia. A seqiiéncia sedimentar
pelitico-carbonatica da bacia, pouco deformada e
nao metamorfisada, destaca-se por  apresentar
potencial exploratrio. As emanagdes de gés em
pogos para d4gua e as abundantes emanagdes
naturais do Remanso do Fogo, ja foram suficientes
para a constatagdo da existéncia de gas
termoquimico (Braun et al., 1990).

Estuturalmente, a bacia ¢ afetada por grandes
falhas longitudinais, ativas durante a sedimentacgdo,
que representam antigas linhas de fraqueza do
embasamento (granitico-gnaissico), que  foram
reativadas no Ciclo Brasiliano (Alvarenga &
Dardenne, 1978). Segundo o modelo de evolugdo
geotectonica proposto por Thomaz Filho et al
(1998), os sedimentos teriam se depositado numa

bacia de antepais, a partir do empilhamento

tectonico  resultante da compressio da Faixa de
Dobramentos Brasilia sobre o Craton (750-500
Ma).

Geologia da Area

A geologia da area, apresentada na Fig. 1, ¢
caracterizada principalmente por: sedimentos
detriticos Quaternarios e Terciarios,  que
constituem  aluvides e coluvioes (areias,
cascalhos, siltes, argila, areias silto-argilosas);
Formagdo Urucuia (Cretaceo Superior),

caracterizada por arenitos, constituida na base por
conglomerados e arenitos argilosos (Costa et al.,
1976); Grupo Aerado, subdividido nas formagdes
(da base para o topo). Abaeté - conglomerados e
arenitos fluviais, Quiric6 - Siltitos e argilitos e
Formag¢do Trés Barras — Arenitos calciferos e
conglomeraticos, siltitos, argilitos e folhelhos
(Hasui,1969); Grupo Santa Fé, caracterizado por
diamictitos,  arenitos ¢ pelitos (Dardenne et al.,
1990), que repousam discordantemente sobre a
Formagdo  Trés Marias (topo do Gr. Bambui),
recobrindo em parte o Subgrupo Paraopeba (Branco
& Costa, 1961), que ¢é caracterizado por arenitos,
siltitos e intercalagdes conglomeraticas (Branco &
Costa, 1961; Braun, 1968; Grossi Sad & Quade,
1985).

Inversao 2-D

A inversdo 2-D consiste em obter uma distribui¢do
da  condutividade  elétrica que varia em
profundidade e lateralmente, para os modos TE e
TM, minimizando o erro entre as sondagens MT
observadas  (resistividade aparente e fase x
frequéncia) e as curvas MT calculadas.  Existem
inlmeros  algoritmos  para realizar esta inversdo
2-D. Neste trabalho foi utilizado o algoritmo
proposto por Mackie et al. (1997), que utiliza a
técnica do gradiente conjugado para a inversio 2-D
ndo limear..

Os resultados das inversdes forneceram modelos da
distribuicdo das resistividades elétricas das rochas
em subsuperficie, relacionadas com os parametros
fisicos e estruturais.

Resultados e Interpretacdes Preliminares

Os resultados das inversdes 2-D sdo apresentados
na forma de segdes da resistividade elétrica x
profundidade para os quatro perfis estudados (Fig.
2).

Através das segdes geoelétricas do perfil MT2,
verifica-se  boa  correlagdo  entre  os  valores
observados e calculados de resistividade aparente e
fase, nos modos TE e TM (Fig. 3).
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Observamse, em todos os perfis apresentados na
Fig. 2, feicdes de resistividades muito baixas
(menor que 10 Um) a baixas (entre 10 ¢ 60 U.m),
nos primeiros 2 a 2,5 km de profundidade,
aproximadamente, correspondentes as  coberturas
sedimentares ~ (areias, cascalhos, siltes, argila).
Algumas feicdes um pouco mais  resistivas (em
tomo de 90 a 100 Um) podem ser observadas
proximas a  superficie  (aproximadamente  nos
primeiros 500m de profundidade), nos perfis MTI,
MT2 e MT3, que possivelmente estdo relacionadas
as rochas carbonaticas do Grupo Bambui. Abaixo
de 2,5 km de profundidade, encontramse os
valores de resistividades mais elevados (superiores
a 100 Um), possivelmente associados ao
embasamento

Observa-se ainda descontinuidade lateral de direcdo
NE-SW, imediatamente abaixo da 5% estagdo do
perfil MT2, a partir de 2 km de profundidade,
aproximadamente. Esta possivel estrutura de falha,
que também pode ser visualizada no perfil paralelo
MT4, ndo ¢ observada em superficie, devendo ter
sido originada antes do inicio da deposicio dos
sedimentos da bacia.  Vale ressaltar que a feigdo
estrutural observada nos perfis 2-D apresenta a
mesma diregdo de outras estruturas mapeadas na
superficie da bacia.

Conclusio

As baixas resistividades, encontradas
principalmente proximas a superficie, apresentam
boa correlagdo com a geologia conhecida da éarea,
caracterizada por  niveis sedimentares ricos em
matéria organica.

Nao foram encontradas resistividades muito altas
para grandes profundidades, caracteristicas de
embasamento ~cristalino, possivelmente em fungdo
do embasamento (granitico-gnaissico) apresentar-se
alterado.

Os resultados encontrados anteriormente para o0s
perfis MT2 e MT4 (Porsani, 1993), obtidos com
algoritmos de inversao 1D, apresentam
resistividades superiores a 100 Um, a partir de 2
km de profundidade aproximadamente, assim como
na inversio 2-D. Porém, nao haviam sido
observadas  descontinuidades laterais, que foram
obtidas com a inverséo 2-D.

A partir de interpretacdes conjugadas de todos os
perfis MT realizados na érea, além de sua
correlagdo com a geologia ¢ outras informagdes,
poderdo ser obtidos dados mais precisos sobre a
estrutura ¢ possivelmente, a partir dos novos
resultados, propor novas areas-alvo a serem
investigadas com mais detalhe na bacia.
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Fig. 2 Modelos geoelétricos 2-D resultantes da inversdo 2-D para os perfis MT1, MT2, MT3 e MT4
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Geracdo de Campo Magnético Direcional e Focalizacdo por Combinacdes de Dipolos
Magnéticos

Antonio V. C. Barbosa, UFPa, fonvini
Om P. Verma, UFPa,

Abstract
An enhanced resolution is required in
electromagnetic investigation of the “low Induction

Number — LIN” targets. This could be obtained by
creating a directional magnetic field flux and focusing
it at in a predetermine depth zone. This is achieved by
combining the field of two magnetic dipoles in
different configurations to obtain vertically and
horizontally directed fields in the central portion of
the dipole configuration. Focalization of the field in
depth is controlled by the separation between the
dipoles. Results in the forms of directional magnetic
fields maps and the curves of the variations in the
intensity of these magnetic field components with
depth are presented. This study suggests an
innovative way to create directional and focalized
magnetic fields; consequently opens a new horizon in
electromagnetic exploration methods.

Introducédo

E necessario melhorar o poder de resolucio
dos métodos eletromagnéticos, particularmente
quando sdo aplicados nas investigacdes de alvos com
baixo nimero de inducdo “Low Induction Number —
LIN ”, como por exemplo em aplicacbes na
engenharia civil (geotecnia), arqueologia e 4agua
subterranea.

Este melhoramento pode ser obtido
empregando campos magnéticos direcionais e
focalizados. Campos com essas caracteristicas podem
ser gerados pelas combinacbes de dipolos
transmissores em diferentes arranjos e variando o
espagcamento entre eles.

Apresentamos um estudo tedrico de geracao
de campos magnéticos direcionais e focalizados em
profundidade, num semi-espaco homogéneo no
dominio da frequiéncia, pela combinagdo de diferentes
pares de dipolos magnéticos transmissores — vertical
(DMV) e horizontal (DMH) — e o espagamento entre
eles.

Metodologia

Os campos magnéticos gerados por
diferentes arranjos de pares de dipolos foram
calculados e mapeados num semi-espago para varios
espagamentos  entre  transmissores,  conforme
demonstra a Figura 1.
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Figure 1 — ConfiguracBes dos dipolos magnéticos

considerados nesse trabalho.

Rijo (1996) descreveu as equagdes das
componentes dos campos magnéticos gerados por
dipolos magnéticos verticais(DMV) e horizontais
(DMH), num semi-espaco (z< 0) no plano y =0.

Para o dipolo magnético vertical (DMV),

temos:
m ke
Ik " =3 (k.r)dk, )
e
“k e

Ik +u1

3ok, r)dk, )
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Para o dipolo magnético horizontal na
direcdo x (DMHXx), temos:
k —u1z
H, =5 J2CH ke T Gk,
r’ o k +u
_ k 2 ~U;z
il PVg U5 gk, r)dk,
2m Fr )k, +uy
@)
e
-m ke
Ho="EHA S k0
i ermrm!:kﬁu1 ) @
em que r=yxX*+y’; k =-ioyo;;
u, =+k’>-k’> e m ¢é o momento do dipolo,

Jolk.r) e J,(kr) sto as fungdes de Bessel de

primeira espécie de ordem 0 e 1. A transformada de
Henkel nas equacBes de 1 a 4 num semi-espaco
homogéneo foram avaliados usando filtros lineares
digitais (Guptasarma & Singh, 1997).

A frequéncia considerada é 10 kHz e a
resistividade do semi-espago 100 Q.m. Assim, as
correntes de deslocamentos foram desprezadas.

Resultados e discussao

Embora tenhamos calculado e mapeado o
campo magnético no semi-espaco para todos o0s
arranjos mostrados na Figura 1, apresentamos neste
trabalho somente os resultados dos arranjos DMVs
paralelos, DMHSs anti-coaxiais, DMHs coaxiais e
DMVs anti-paralelos; porque eles geraram: campos
simétricos, e direcionais na parte central das
configuracGes. Como os arranjos DMV — DMH e o
DMV anti — DMH ndo apresentam essas propriedades
ndo servem de objeto deste estudo.

Observamos que 0s campos magnéticos dos
arranjos DMV’s paralelos e DMHSs anti-coaxiais,
ilustrados nas Figuras 2 e 3, sdo fortemente
direcionados na vertical na porcéo central do arranjo,
na faixa de -0.2 < x/L < 0.2. Porém, no primeiro
arranjo ha mudanca no sentido dos campos numa
profundidade aproximada de z/L = -0.36. Entretanto,
isto ndo ocorre no segundo arranjo.
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Figura 2 — Mapa de direcdo do campo magnético
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Figura 3 - Mapa de direcdo do campo magnético
gerado por dois dipolos magnéticos horizontais anti-
coaxiais.

As Figuras 4 e 5 ilustram a direcdo dos
campos magnéticos gerados pelos arranjos DMHSs
coaxiais e DMVs anti-paralelos. Os campos desses
arranjos estdo fortemente direcionados
horizontalmente na porcéo central, principalmente na
faixa de -0.2 Sx/L <0.2. No arranjo DMHs
coaxiais ha mudanca no sentido do campo na
profundidade z/L = -0.36, contudo isso ndo ocorre no
arranjo DMV:s anti-paralelos.

97

gerado por dois dipolos magnéticos verticais
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Figura 4 - Mapa de diregdo do campo magnético
gerado por dois dipolos magnéticos horizontais
coaxiais.
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gerado por dois dipolos magnéticos verticais anti-
paralelos.

As Figuras 6 e 7 ilustram variagdes em
profundidade das componentes vertical (Hz) e
horizontal (Hx) do campo magnético na linha central
entre os dipolos transmissores (x = 0), para uma
separacdo L = 20 m e freqiiéncia 10 kHz, num semi-
espaco homogéneo de resistividade 100 Q.m. Estas
variac8es em profundidade das componentes Hz e Hx
devido as quatro configuracdes de dipolos sdo
comparados com os valores de um dnico dipolo.

Observamos que a componente vertical
gerada pelo DMVs paralelos, na Figura 6, tem o
maior valor na superficie seguido do DMV, contudo
esse decai mais rapidamente em profundidade. Seu
valor é superado pelo DMHs anti-coaxiais na
profundidade z/L = -0.15. A componente vertical do
dipolo DMHs anti-coaxiais alcangou seu maximo na
profundidade z/L = -0.25 e a partir desse ponto o
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campo de cai em profundidade chegando a se igualar
ao valor maximo do dipolo DMH na profundidade
z/L = -0.56. Isto significa que o poder de investigagéo
em profundidade do arranjo DMHSs anti-coaxiais é
maior que o dobro do dipolo (DMH), para as mesmas
condi¢Bes ambientais geoelétricas e equipamentos. A
componente vertical do arranjo DMHSs anti-coaxiais,
apos a profundidade z/L = -0.15, é sempre maior do
que os outros arranjos estudados até z/L = -1.8.

A componente horizontal, ilustrada na Figura
7, tem seu maior valor na superficie gerado pelo
arranjo DMHs coaxiais, seguido pelo DMH; mas
esses campos decaem acentuadamente com a
profundidade. A componente Hx do arranjo DMVs
anti-paralelo alcanga seu valor maximo na
profundidade z/L = -0.23 e a partir dessa
profundidade seu valor decai, mas é sempre maior do
que os outros arranjos até z/L = -1.5 quando se
aproxima de zero. Nesse decaimento ele chega a se
igualar ao valor maximo do dipolo DMH na
profundidade z/L = -0.56, caraterizando que o poder
de investigacdo deste arranjo € maior que o dobro fr
um dnico dipolo vertical.

Conclusao

O estudo realizado mostrou que é possivel
gerar campos direcionais (vertical ou horizontal) por
combinagfes de dois dipolos transmissores, e
focalizar os mesmos em diferentes profundidades
variando o espacamento entre eles. Também, mostra
0 poder de investigacdo em profundidade de uma
seletiva combinacdo de dois dipolos é mais que o
dobro de um dipolo empregado convencionalmente
em situacOes similares.
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Imageamento geoelétrico de colunas e sec¢oes de modelos 1-D utilizando técni-

cas geoestatisticas
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Resumo

O método do imageamento geoelétrico ¢ uma impor-
tante ferramenta no mapeamento de estruturas 2-D,
tendo sido propostas muitas técnicas de inversdo com
esta finalidade. No entanto, quando a estrutura em
sub-superficie é proxima de camadas horizontais, a
hipétese 1-D deve ser considerada como a mais efeti-
va para uma solugao precisa. A combinagdo da técni-
ca da sondagem elétrica convencional com técnicas
geoestatisticas de imageamento, para investigacdo em
areas de geologia ndo complexa, foi aqui desenvolvi-
da. As técnicas geoestatisticas, que incluem a kriga-
gem associada a uma forte “anisotropia” horizontal,
foram usadas primeiramente na elabora¢do de colunas
geoelétricas de SEVs individualmente. Posterior-
mente, foram estendidas para o imageamento de sec-
¢Oes eoclétricas. As sec¢des imageadas em dois &-
vantamentos sdo consistentes com as informagdes
geoldgicas/hidrogeoldgicas disponiveis € com um
levantamento anterior de eletrorresistividade realiza-
do pela Universidade Federal do Ceara. A metodolo-
gia Geoestatistica aqui estabelecida pode ser utilizada
na representacao de variaveis da perfilagem geofisica,
assim como no imageamento bidimensional de pro-
priedades fisicas com distribui¢do em camadas hori-
zontais.

Introducao

O método elétrico da resistividade é reconhecido
como uma importante ferramenta na investigagdo de
agua subterranea, e em estudos de geotécnica e de
meio ambiente. O imageamento geoelétrico é uma
técnica de levantamento muito utilizada em areas de
geologia complexa (Griffiths e Barker, 1993; Turberg
e Barker, 1996). Ela envolve um sofisticado sistema
de aquisi¢do de dados ao longo de um perfil, onde as
resistividades aparentes sdo plotadas em pseudo-
secgoes, utilizando-se o conceito de profundidade de
investigacdo. As pseudo-seccdes sdo interpretadas por
modelamento (Lima et al., 1995) ou invertidas auto-
maticamente usando-se algoritmos 2-D muito elabo-
rados (p. exemplo, Loke ¢ Barker, 1996; Abdul Nas-
sir et al., 2000), sendo os resultados apresentados em
pseudo-sec¢des coloridas de resistividade verdadeira.
No entanto, em areas de geologia ndo complexa,
a hipétese do modelo 1-D ¢ considerada mais ade-
quada e esta sendo sub-utilizada. Para tornar as inter-
pretagdes 1-D mais uteis, propomos nesse trabalho, a
partir do modelo geoelétrico multicamadas e de técni-
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cas geoestatisticas, o imageamento: a) da coluna geo-
elétrica de uma SEV (Sondagem Elétrica Vertical)

isoladamente; b) de uma secc¢do geoelétrica com vari-
as SEVs.

Imageamento de coluna geoelétrica

Os resultados da interpretagdo de uma SEV sdo apre-
sentados convencionalmente em forma de graficos
contendo os dados de campo, o0 modelo com os valo-
res de resistividade impressos e a curva teodrica cor-
respondente a0 modelo adotado. Atualmente, € cres-
cente a utilizagdo de modelo multicamadas na inter-
pretagdo de SEVs (p. exemplo, Zohdy, 1989; Nowro-
ozi et al., 1999).

Na Figura 1 apresentamos uma SEV
Schlumberger, cujas medidas de campo foram inver-
tidas usando-se um modelo multicamadas , onde o
nimero camadas ¢ igual ao numero de pontos da
curva de campo digitalizada (Zohdy e Birdorf, 1989).

o & Digitalizado ——- Calcuado —— Modelo
10000 F T T T T T T T T T T T T T T T T
c SEV48 ]
E T ]
£ L}
Eimi o 3
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o 10 0 003

AB/2 ou Profundidade (m)

Figura 1 — Interpretacdo de uma sondagem elétrica
através de modelo multicamadas.

O arquivo multicamadas obtido na inversdo da
SEV da Figura 1 foi repetido duas vezes em interva-
los de 5m , obtendo-se um arquivo XYZ. Tendo este
arquivo como entrada, obteve-se o imageamento da
coluna geoelétrica dessa SEV (Figura 2), por kriga-
gem ordinaria, numa malha regular de 1m x 1m, para
uma muito alta preferéncia (“anisotropia’) horizontal.
O programa Surfer versdo 7.0, produzido pela Golden
Software, foi usado para se obter o imageamento da
coluna geoelétrica.

O imageamento do modelo elétrico da SEV,
com a descricao lito-hidrogeoldgica ao lado (Marinho
e Vasconcelos, 2000b), nos parece tornar a interpreta-
¢d0 de uma SEV mais comunicativa e informativa
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tanto para geofisicos quanto para os demais profissio-
nais que se utilizam da técnica da sondagem elétrica.

Coluna geoelétrica Descrigio

om Areias secas
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1200 44 |

1000

200 1 Substrato cristalino
alterado

600, ]
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Figura 2 — Imageamento por krigagem da coluna
geoelétrica definida pelo modelo multicamadas da
Figura 1.

Imageamento de secciio geoelétrica

Para estender a idéia de imageamento de uma coluna
geoelétrica (Figura 2) para o imageamento de uma
se¢do 2-D, devemos aprofundar alguns conceitos.
Primeiramente, em areas de geologia ndo complexa,
prevalecem os principios geologicos da ordem geo-
meétrica: sobreposi¢ao horizontal e continuidade late-
ral. Também precisamos mostrar que a resistividade
na sec¢do se comporta como uma variavel regionali-
zada, que ¢ base da Geoestatistica (Matheron, 1963).
As duas ferramentas da Geoestatistica sdo o vario-
grama e a krigagem (Landim, 1998).

Duas secgdes foram estudadas utllizando-se a
mesma metodologia. Para cada secc¢do foi criado um
arquivo onde constam o posicionamento das SEVs no
perfil e os dados de profundidade e de resistividade
de cada modelo geoelétrico multicamadas interpreta-
do. Foram obtidos os semi-variogramas para a varia-
vel resistividade apenas na diregdo vertical, pois nao
fez sentido considerar a dire¢ao horizontal, tendo em
vista o numero reduzido de SEVs nos perfis. Os semi-
variogramas experimentais indicam o comportamento
de variavel regionalizada para a resistividade tanto no
perfil 1 (Figura 3a) quanto no perfil 2 (Figura 3b),
conforme a conceituagdo bésica da Geoestatistica. O
semi-variograma ¢ expresso por (Landim, 1998):

gh)=1/2n & { x(i+h)-x(i)}* (1)

onde n é o numero de pares comparados, h é a distan-
cia entre os pontos ¢ x(i) é a resistividade no ponto i.

Os semi-variogramas mostram um comporta-
mento linear com um efeito pepita @ugget effect)
pequeno.

a)

Direcédo vertical

Semivariogama

[

Distanda (h)

b)

Diregao vertical

1000 000

800 000

600 000

Semi-variograma

400000

2000004

T T T T 1
Distancia (h)

Figura 3 — Semi-variogramas para a resistividade: a)
na seccdo 1; b)naseccdo 2.

Com base nesses semi-variogramas e nos princi-
pios geoldgicos acima mencionados, fizemos o ima-
geamento das duas secg¢des por krigagem ordindria,
usando a fun¢do linear de interpolagdo, num grid
irregular de 1m (vertical) por 20m (horizontal), utili-
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zando-se uma razdo de anisotropia de 64. Este valor
de anisotropia foi obtido apds a simulagdo de uma
sec¢do com repeticdo de uma mesma SEV. Os resul-
tados da krigagem através do Surfer se seguem.

Seccio geoelétrica 1

A Seccdo 1 cruza a encosta de um afluente do Rio
Cauipe, situada na zona costeira do Estado do Ceara,
Brasil. Compreende uma cobertura de sedimentos
arenosos inconsolidados e/ou manto de intemperismo
sobre o embasamento gnaissico.

A secgdo imageada conforme a metodologia
geoestatistica adotada esta na Figura 4. A tonalidade
amarela nesse corte caracteriza a parte mais condutiva
da secg¢do, correspondendo também a parte saturada
em agua; a linha de contorno de 90 W.m, na parte
superior da sec¢do, corresponde aproximadamente ao
nivel estatico, registrando-se acima deste uma cober-
tura resistiva, inconsolidada e ndo saturada. A linha
de contorno de 400 W.m corresponde a passagem em
profundidade para a rocha sa. Entre esta e a linha
inferior de 90 W.m ocorre uma faixa que deve corres-
ponder ao substrato cristalino alterado.

Nessa secgdo, sugere-se a captacdo de agua
subterranea entre as SEVs 47 e 40, visto que nessa
faixa a 4gua ¢ pouco condutiva e 0 mapa potencio-
métrico indica uma zona de convergéncia (Marinho e
Vasconcelos, 2000a).

Seccio geoelétrica 2

Esta secg¢do esta situada a cerca de 200m da linha de
praia, na bacia do Rio Cauipe, Ceara. Compreende
areias de dunas sobrepostas a sedimentos inconsoli-
dados areno-argilosos depositados sobre o embasa-
mento gnaissico regional. Proximo a seccdo ocorre
uma cacimba com nivel estatico a 2m de profundida-
de, onde a 4gua tem uma condutividade elétrica de
525 n8/m (Marinho e Vasconcelos, 2000b).

O imageamento da resistividade verdadeira nes-
sa seccdo, utilizando a técnica da krigagem, com
altissima preferéncia na direcao horizontal, estd mos-
trado na Figura 5. Observe a identificagdo nitida do
nivel freatico superficial.

Sugere-se que a captacdo de agua subterranea
seja feita preferencialmente entre as SEVs 50 e 51,
onde encontra-se material arenoso até a cota aproxi-
mada de —35m. Abaixo dessa, inicia-se rochas do
substrato cristalino com restrita possibilidade hidro-
geologica.
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Conclusoes

A aplicacdo da técnica geoestatistica da krigagem ao
modelo multicamadas, decorrente da inversao 1-D de
uma sondagem elétrica, resultou em uma imagem da
coluna geoelétrica; esta mostrou-se muito expressiva
da interpretacdo da SEV, tanto para geofisicos quanto
para outros geocientistas.

Os semi-variogramas experimentais bidimensio-
nais obtidos mostraram que a resistividade ¢ uma
variavel regionalizada, abrindo espago para a exten-
sdo do imageamento de colunas geoelétricas para o
imageamento de secg¢des geoelétricas por krigagem.

As duas seccdes geoelétricas imageadas nesse
trabalho se mostraram consistentes com as informa-
¢oes geologicas/hidrogeologicas disponiveis, tendo
sido evidenciadas as principais variagdes verticais e
laterais de resistividade nas secgdes.

A combinagdo, aqui proposta, da inversdo 1-D
de dados de sondagem elétrica seguida do imagea-
mento 2-D por Geoestatistica, ¢ de facil aplicagdo em
relagdo a andlise 2-D da resistividade a partir de um
complicado esquema de aquisi¢cao de dados de campo
e das sofisticadas técnicas 2-D de inversdo disponi-
veis.

Finalmente, a metodologia Geoestatistica aqui
desenvolvida pode ser aplicada no imageamento de
variaveis da perfilagem geofisica, por exemplo, como
também no imageamento 2-D de atributos que -
nham estruturas grosseiramente horizontais.
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sec¢do marca o nivel freatico. A cor azul na parte inferior mostra a passagem para o substrato cristalino impermea-
vel.

103



7CISBGT/TS3

Inversao bidimensional de sondagens elétricas verticais

com algoritmos genéticos

Niraldo R. Ferreira, Milton J. Porsani e Olivar A.L. Lima

CPGG/UFBA

Abstract

This work investigates the two-dimensional (2D) resis-
tivity inversion using genetic algorithm combined with
Gauss-Newton method. Inorder to generate the 2D for-
ward modeling the finite difference method was used.
The 2D media parametrization consists of the parti-
tion of the media into homogeneous rectangles of fixed
dimensions at fixed positions such that only their resis-
tivities will be an unknown parameters. The schlum-
berger array was used in real data acquired over crys-
taline rocks. The test over real dada produce promising
results.

Introducao

O método da eletrorresistividade investiga a dis-
tribuicao da resistividade eEtrica do solo a partir
de medidas efetuadas na superficie da Terra. Nor-
malmente considera-se um modelo unidimensional
(1D) do meio, estratificado em camadas planas e
paralelas. A modelagem matematica é implemen-
tada com a teoria da filtragem linear e o processa-
mento digital é feito rapidamente. Esta abordagem
é apropriada para dreas sedimentares ou de aluviao.
Porém, este procedimento nao é adequado em &reas
onde hé considerdvel variacao lateral de resistivi-
dade. Entao métodos de interpreta¢ao bidinensio-
nal (2D) ou tridimensional (3D) devem ser empre-
gados. Nestes casos, deve-se recorre-se a técnicas
numéricas, que neste trabalho foi o método das di-
ferencas finitas 2D (Medeiros, 1987). O meio é di-
vidido em blocos homog“eneos e a resistividade des-
tes blocos sao os parametros de interesse. O ajus-
te 6timo entre dados e modelagem para obter os
parametros do meio pode ser obtido de varias mo-
dos. Tradicionalmente sao empregadas técnicas de
inversao linearizada que fazem uma pesquisa local
no espago de modelos, no sentido dos minimos qua-
drados. A técnica € eficiente, porém, a dependéncia
de um bom modelo inicial pode produzir solugao in-
satisfatéria. Como alternativa, métodos de global
tem sido investigados , por exemplo, os algoritmos
genéticos genéticos (Ferreira, 1999). Estas técnicas
sao robustas, nado dependem de um bom modelo
inicial, porém s ao de custo computacional elevado.
Neste trabalho utiliza-se um esquema um esquema
hibrido, onde o algoritmo genético pesquisa a re-
giao de interesse e a inversio linearizada refina a
solucao.
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Modelagem 2D

A resposta de uma Terra 2D a uma excitacao su-
perficial de corrente continua puntiforme é descrita
pela equacao de Poisson:

—V-{o(z,2)Ve(z,y,2)} = I6(z—x5)d(y)(2) (1)

onde ¢(z,y, z) é o potencial elétrico, I é a corrente
elétrica continua, (zf,0,0) é a posicao da fonte na
superficie e o(z,2) é a distribui¢ao de condutivi-
dade. Condigoes de contorno de Neunann na su-
perficie e mista nas laterais e fundo do modelo sao
também introduzidas (Medeiros, 1987). Embora a
distribui¢ao de condutividade seja2D, o potencial é
3D. Contorna-se esta dificuldade tomando a trans-
formada de Fourier de (1) na varidvel y obtendo:

Vo2, F ¢z, k, 2)|+k20(z, 2)b(z, k, 2) = ga(mf)a(z)
2)

ondeék ‘e a variavel da transfornidaerle ¢ é

a tranformadfuribr do potencial e o operador

V agora opera apemasAdincretjza cao de

(2) por diferencas finitas produz um sistema linear que

pode fornecer $ para umn¢on otimo de valores de

k. Atranformada inBusterdéorndee0, »

e as resistividades appsentes ao obtidagpge=

K, A¢pghdK, * e o fator geometrico do agrale

eletrodos &g ao diferencas de potencial escolhidas

na superficie.

Inversao linearizada

Empregou-sé o metodo de Gauss-Newton com amor-
tecimentérabalhando ho dom 1nio do logaritmo dos
parfametrosdaplica  cdo do proce$so minimos quadra-
dos produz a éxpressaoSen et aD9H

my1 = mi + (GTG 4+ M) 'GTAd (3)

ondddndicdAn umero de iteracdes no processo re-
cursivg m é o vetor de parametroda * e a matriz sen-
sibilidade A é o parametro de amortechdnto e e
a diferenca entre observacoes e modelagem.

Algoritmos genéticos AG)

Sao rhetodos nao lineares de gtimizacao global basea-
dos nos mecanismps de selecao natural e ‘da genetica.
Define-se o, espaco de busca que estabelece para cada
pafametro um intervalo discretizado Almpesquisa.

vestigacao deste gspaco é feita com uma populacao de

modelogosupar ~ ametros sao representados atraves de
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uma codificacao, geralmente binaria, formando cadeias
similares a cromossomos. Os AG consistem basicamen-
te de trés operadores: selecdao, cruzamento e mutacao
(Goldberg, 1989). O processo comeca com a escolha
aleatdria de uma populagdo inicial de modelos no es-
paco de busca. Avalia-se o desempenho dos modelos
com a expredo (Sen et al, 1995):

_ 23 lyi — =il
Yolyi 4zl + 30 |y — if?

onde z; representam as observagoes, y; a mode-
lagem e f é a fun¢do a ser maximizada. O operador
de selecao é o primeiro a atuar sobre a populacao. Os
modelos da geragao corrente sao selecionados segundo
uma probabilidade P; dependente de seus valores de
desempenho. a acao do segundo operador, cruzamen-
to comeca com o acasalamento randémico dos modelos
selecionados e o sorteio aleatério dos pontos de cruza-
mento na cadeia bindria. Oa bits 4 direita dos pontos
de cruzamento, em cada par, sao entao permutados se-
gindo uma probabiliaded de cruzamento P,. Durante
este processo os bits dos modelos podem sofrer mutacao
com uma probabilidade P,,, favorecendo a diversidade
na populacao. Os modelos assim obtidos formam uma
nova geragao sobre a qual esta seqiiéncia de procedi-
mentos é repetida até a convergéncia entre os desempe-
nhos médio e maximo da populac¢ao. Utiliza-se também
uma estratégia eletista denominada operador de reno-
vacdo (Sen et al, 1995). Ele controla a influéncia dos
individuos de uma geragao na populagao seguinte, re-
tendo no processo uma parcela dos melhores individuos,
visando melhorar o desempenho global do AG.

Neste trabalho propde-se um algoritmo combina-
do de pesquisa local e global visando compartilhar o
trabalho entre os dois métodos, para cada um agir na
sua faixa de melhor desempenho. O AG atua procuran-
do a regiao de interesse e a pesquisa local age definindo
o minimo global nesta regiao. Existem muitas possi-
bilidades de hibridizar o AG (Chunduru et al, 1996),
(Ferreira, 1999). Utilizou-se a formulacido simples de
permitir ao AG evoluir normalmente e o modelo de me-
lhor desempenho ao final do AG serve de partida para
a inversdo linearizada (Ferreira, 1999).

Resultados Numeéricos

f=1 (4)

O teste numérico apresentado foi realizado com da-
dos reais obtidos no municipio de Conceicao do Coité,
Bahia, Brasil (Pinheiro Neto, 2000), regido de terrenos
cristalinos com altograu de metamorfismo. O levan-
tamento consistiu de 20 sondagens schlumberger ali-
nhadas e ndo regularmente espacadas como indica a
Figura 1. As SEV tém AB/2 crescendo de 5 em 5
metros a partir de 7,5 metros. Na estacdo S5 existe
um poco tubular. Existe uma falha geolégica na altu-
ra da estacao S6. Entre as estagoes S12 e S17 existe
um trecho seco do agude Boa Vista com evidéncias de
precipitacdo salina e na altura da estacdo S19 existe
afloramento. O modelo consiste de um arranjo com 5

niveis de blocos retangulares, cada nivel com 27 uni-
dades, totalizando 135 blocos, cada um com 50 metros
de largura e profundidades indicadas na Figura 1. A
grade de diferencas finitas tem 302 nés na direcao ho-
rizontal separados de 5 metros, exceto 5 nés em cada
extremidade lateral destinados a compor as condicoes
de contorno. Na vertical sao 18 nds, sendo que os trés
mais profundos também sao destinados as condi¢oes de
contorno (Ferreira, 1999). A Figura 1 mostra o modelo
inicial estimado a partir de inversoes 1D e os gréaficos de
contorno dos modelos de bloco obtido com a inversao
lineariza e com o algoritmo combinado. Na Figura 2
tem-se as pseudo-secoes dos dados e das inversoes linea-
rizada e do método combinado. Para tratamento destes
dados a inversao linearizada utilizou 10 iteragoes com
fator de amortecimento A = 0,1. O algoritmo combi-
nado utilizou uma populacdao de 250 modelos em 200
geracOes, com probabilidades de 0,6 para cruzamento,
0,95 para renovacao e 0.01 para mutacao. Para refi-
nar a solucao genética foram utilizadas 10 iteracoes de
inversao linearizada.

Conclusoes

Apresentou-se um método para inversao simultinea de
SEVs em meios com variacdo 2D de resistividade. A
técnica combina inversao linearizada 2D com algorit-
mos genéticos. O método foi aplicado a dados reais
obtidos em regiao com solo cristalino. Os resultados
obtidos sao promissores.
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Figura 1: Modelo de Blocos para o dado real: (a) Modelo inicial para a inversdo linearizada; (b) Curvas de
contorno do modelo obtido com com norma 1; (¢) Curvas de contorno do modelo obtido com o algoritmo
combinado.
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Figura 2: Pseudo-secdo eletrorresistiva Schlumberger para: (a) Dado real; (b) Inversdo linearizada norma 2;
(c) Método combinado
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Abstract

A 200 Km geophysical transect crossing both on
shore terrains of the Espirito Santo basin and the
contiguous crystalline region has recently been
established. It includes magnetotellurics - MT,
transient electromagnetics — TEM, potential field -
magnetic and gravimetric mesurements as part of a
multi-institutional project involving UENF, UnB,
Petrobras and Observatorio Nacional aiming at the
regional characterization of the basin. The objectives
of the study comprehend better knowledge of the
basement structure, continental crust — oceanic crust
contact, crust- mantle contact, lateral variations of
crustal structures, etc. This paper is concerned with
the very first results obtained with the MT and TEM
methods along the transect. Main results to date are
the geoelectrical signatures of the on shore basin
limits and the Colatina Vitoria fault.

Introducéo e objetivos

A abertura do setor petrolifero brasileiro estabeleceu
um novo cendrio para a atuagdo de empresas,
organismos publicos e instituicdes de ensino e
pesquisa. Tal fato determina a necessidade do
conhecimento detalhado do potencial de cada area
sedimentar e das reservas brasileiras.

A Bacia do Espirito Santo possui algumas
peculiaridades que as tornam bastante interessante
para um estudo tectdnico. No Jurassico tardio, ao
inicio da ruptura do Gondwana, ela se posicionava na
zona limitrofe a sul da Grande Depressdo Afro-
Brasileira. Esse posicionamento também representa
uma zona limite do grau de estiramento litosférico
(grau minimo) para a ocorréncia de vulcanismo, ja
que as bacias a norte do Espirito Santo nfo
apresentam sinais de tais eventos. Além desse
interesse cientifico, a Bacia do Espirito Santo esta
relacionada dentre as bacias brasileiras que mais
atraem interesse por parte das companhias de
petréleo. Isso se deve a sua similaridade e
conformagdo com a bacia de Campos e ao seu
prematuro  estagio atual de explotagdo de
hidrocarbonetos.

Visando expandir os conhecimentos sobre a evolucdo
termomecanica e o potencial em petrdleo da Bacia do
Espirito Santo, foi proposta pelo LENEP (envolvendo
diversas instituicdes: ON, UnB e PETROBRAS), a
modelagem tectonofisica desta bacia. Levantamentos
geofisicos incluindo os métodos eletromagnéticos e
potenciais magnético e gravimético estdo sendo
conduzidos ao longo de um perfil de cerca de 200
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Km, que atravessa sedimentos na por¢do continental
da bacia e o cristalino.

Este trabalho apresenta a contribui¢do das sondagens
eletromagnéticas para a modelagem tectonica da
bacia do Espirito Santo, empregando os métodos
magnetotelirico — MT e eletromagnético transiente —
TEM, com medidas espagadas entre 5 ¢ 10 Km ao
longo do perfil referido. O primeiro modelo
geoelétrico delinea estruturas da bacia e do seu
embasamento e a assinatura geoelétrica da falha de
Colatina, além de registrar a presenca de condutor
crustal regional ja observado em outras areas do
sudeste brasileiro (FIGUEIREDO et al. 1997,
FONTES et al. 2000).

Descricido Geologica-Geotectonica da area

A Bacia do Espirito Santo (Fig.1) localiza-se na
margem continental leste do Brasil, entre os paralelos
18° e 20° de latitude sul, ocupando uma 4rea
aproximada de 50.000 km’, os quais 5.000 km’ sdo
emersos. A por¢do emersa consiste em uma faixa
alongada delimitada, a sul, pelo Alto de Vitoria, a
oeste, pelo embasamento cristalino pré-cambriano da
Faixa Ribeira e, a norte, pelo Canyon de Mucuri. Este
altimo ¢é um limite arbitrario, assim como as
extensdes para o mar dos limites norte e sul.

As bacias da margem continental leste brasileira,
entre as quais se situa a Bacia do Espirito
Santo, estdo geneticamente relacionadas a ruptura
do Supercontimente Gondwana. O tectonismo
extensional ocorreu principalmente no Neocomiano
e praticamente cessou no final do Aptiano, quando os
continentes ja estavam separados e a crosta ocednica
formava-se entre a América do Sul e a Africa.

Feicoes que se destacam na Bacia

Vulcanismo __ Tercidrio:  além  dos  basaltos
neocomianos da fase rift, comuns nas bacias de
Santos ¢ Campos (PONTE et al. 1978), existem ainda
os derrames basalticos da Formacgdo Abrolhos que
ocorrem principalmente no Eoceno Médio. Essa
ocorréncia vulcanica criou condi¢des geomorficas
para o desenvolvimento de wuma plataforma
carbonatica extensa (250 km de largura), que destaca-
se no contexto da margem leste brasileira.
Paleocanyons de Regéncia e Fazenda Cedro: nas
areas de influéncia dos paleocanyons de Regéncia e
Fazenda Cedro, as sequéncias sedimentares anteriores
ao Cenomaniano foram total ou parcialmente
removidas e substituidas por uma sedimentacido de
borda de talude, composta basicamente por folhelhos
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e intercalacdes de arenitos turbiditicos. Esses corpos
arenosos sao importantes reservatdrios da bacia.

Estruturacio da Bacia e areas adjacentes

A bacia implantou-se em terrenos metamorficos de
médio a alto grau, possivelmente arqueanos, total
ou parcialmente  retrabalhados nos  ciclos
Transamazonicos ¢ Brasiliano. A estruturagdo desses
terrenos, muito anterior a formagdo da bacia, foi um
dos fatores que condicionaram todo o sistema de rifts
desenvolvidos durante a ruptura continental (ASMUS
& GUAZELLI 1981)

O embasamento da Bacia do Espirito Santo consiste
em gnaisses, granulitos, migmatitos e granitdides,

cuja estruturagdo possui diregdo geral N-NE
(CORDANI et al. 1970).
CUNHA (1985), analisando imagens de radar,

caracterizou quatro dire¢des estruturais principais nos
terrenos pré-cambrianos sem cobertura sedimentar:
N20-30E, N60-80E, N10-25W e N45-60W.

As estruturas mapeadas na bacia sdo falhas normais,
falhas listricas e domos de sal. Sdo ainda descritas
estruturas arqueadas associadas a pequenas falhas de
empurrdo, na parte norte da area emersa.

Aquisi¢io, Processamento e inversio dos dados
MT-TEM

A primeira etapa de campo (realizada em abril/2001)
consistiu de 8 sondagens MT-TEM espagadas entre 5
e 10 Km, com informac¢do entre 5000 Hz ¢ 200 Hz
(dada pelo TEM) e 300 Hz e 0,001Hz com o método
MT. Os dados dos campos elétricos e magnéticos
foram medidos utilizando-se dois equipamentos EMI
nas dire¢des norte (XY) e leste magnético (YX), com
os dipolos elétricos espagados com cerca de 100m de
comprimento. Os dados TEM foram obtidos com
loops de 50 e 100m de lado, nas configuragdes single-
loop e in-loop, utilizando-se o equipamento Sirotem
MK3.

Numa segunda maior campanha de campo
(programada para agosto/2001), estdo previstas mais
30 sondagens MT-TEM ao longo do perfil, que vai de
Povoagdo-ES, cruzando a linha de charneira da bacia,
até Baixo Guandu-ES, ja no embasamento que dista
cerca de 100 km da borda oeste da bacia (Fig. 1).

Os dados MT foram processados utilizando técnicas
convencionais no dominio da freqiiéncia. Além de
fornecer uma estimativa da condutividade elétrica nas
camadas mais rasas, os dados TEM também serdo
utilizados para a corre¢cdo do efeito static shift
observado em algumas sondagens MT.

Para a modelagem geoelétrica 2-D preliminar, foi
utilizado o algoritmo de inversdo ndo linear proposto
por RODI & MACKIE, 2001.

Resultados

Foram observados valores acima de 3.000 U.m para
a resistividade elétrica nas zonas cristalinas, enquanto
a resistividade elétrica na regido de borda da bacia
esta em torno de 100-700 U.m. Os dados sio de boa
qualidade em geral, tanto nas zonas cristalinas quanto
proximo a zona sedimentar. Entretanto, nas
proximidades de Colatina os dados apresentam-se
mais ruidosos e com comportamento mais complexo,
o que confirma a assinatura geoelétrica da zona de
falhamento de Colatina. O modelo geolétrico 2-D
gerado a partir dos dados preliminares, esta limitado a
uma profundidade de 3km e evidencia a falha
Colatina - Vitéoria, na por¢do NW do perfil
(observado em laranja ¢ amarelo na Fig. 2) ¢ o limite
da porcdo continental da bacia do Espirito Santo
(zona menos resistiva a SE do perfil, Fig. 2). As
pseudo-secdes observadas e calculadas da fase
(graus) x frequéncia, nos modos TE e TM, sdo
apresentadas na Fig. 3. O modelo geoelétrico 2-D da
Fig. 2 foi obtido com base apenas nos dados da fase,
porque ainda ndo foi efetuada a corregdo estatica. O
ajuste deste modelo preliminar pode ser considerado
razoavel, em especial o modo TM, conforme
observado na Fig. 3.

Conclusdes

A variacdo da resistividade na por¢do SE do perfil,
observado no modelo geoelétrico 2-D (Fig. 2),
registra a presenca de rochas alteradas possivelmente
associadas a fraturamentos, marcando assim o limite
continental a NW da Bacia, com profundidade em
torno de 100 e 1000 m. Observa-se também a
assinatura geoelétrica da falha Colatina - Vitdria,
expressa por uma zona vertical de resistividade
inferior ao embasamento cristalino.

O modelo mostra ainda uma tendéncia menos
resistiva a cerca de 2.600 m de profundidade. Isso nos
induz a identificar a possivel presenga de um
condutor crustal. Espera-se com os dados da segundo
campanha de campo, atingir maiores profundidade e
assim confirmar a presenca deste condutor.
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Fig.1. Mapa de localiza¢do das primeiras sondagens MT-TEM ao longo do perfil
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Fig. 3 Pseudose¢des das fases observada e calculada (modos TE e TM) para o modelo da Fig. 2
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Abstract

Maxwell’s equations are the starting-point of
electrical geophysics. From Magnetotelluric method
(low frequencies) to GPR (high frequencies) they are
behind of every electric geophysics techniques.

Since their origin, more than one hundred years
ago, Maxwell’s equations have been redressed in
many different manners. Maxwell started with a set of
twenty equations. Heaviside purified them to four
vector equations. With the contribution of Einstein’s
special theory of relativity the four vector equations
are recast into two tensor equations. Now, with the
aid of Clifford geometric algebra Cl; they have been
reduced to just one single equation.

The saga of Maxwell’s equations helps to clarify
the physics of electromagnetism and simultaneously
gives us more confidence to work with them

Introduction

Maxwell’s equations are omnipresent throughout
the electrical geophysics literature. Transient and
Magnetutelluric soundings, Induction logging and
GPR are few of many geophysical applications of
Maxwell’s equations. They are the starting-point of
the theory and applications of all electric and
electromagnetic geophysical methods [5], [9], [13]. In
these references, as in many others in geophysics and
electrical engineering, Maxwell’s equations are
quoted in the following specialized vector form (SI
units):

x E-0 BA t= 0, (1)
x H0DAt= J, 2)
(MB= 0, (3)
MD= p, 4

in which we have: E electric field, D electric flux
density, H magnetic field and B  magnetic flux
density. p and J are, respectively, the free charge and

free current densities. Together, these quantities form
the electromagnetic field.

A question commonly asked by my students
is: what, in fact, is an electromagnetic field? What are
the differences between E and D, B and H? Is the
sequential order of Maxwell’s four vector equations
relevant or not? Motivated by questions of this kind |
decided to write this review paper. The aim is to
present here an interesting account of Maxwell’s
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equations displayed in four different mathematical
formalisms. Starting with the twenty original
Maxwell’s equations it will be seen that after
successive reformulation they are reduced to four
vector equations and then to two tensor equations and
finally they come down to just one single equation.
As reward of this journey, we will learn along the
way that electric and magnetic fields are simply
different aspect of a well-defined four-dimensional
physical (geometrical) entity, the electromagnetic
field. Also, we will see, accord to the physics of the
electromagnetism, that the sequence of the four vector
Maxwell’s equations cannot be chosen arbitrary.
Computationally, however, it does not matter which
order the equations are displayed.

Maxwell’s original equations

The set of four vector equations (1) - (4) popularly
known as Maxwell’s equations does not appear in
Maxwell’s writings. In fact, he introduced in his
genial Treatise on Electricity and Magnetism [7]
twenty differential equations in Cartesian coordinates,
as a framework to explain in a unified theory all
experimental observations on electricity, magnetism
and optics known at his time. His ideas took many
years to be comprehended by other scientists,
essentially because of the intricate mathematical
apparatus he used to construct the electromagnetic
theory. As | said, this horrible sequence of formulas
that constitutes the genuine Maxwell’s equations is
formed by twenty differential equations subdivided
into eight groups:

a=dH /dy -dG/dz, (1a)
b=dF /dz —dH /dx, (2a)
¢ =dG/dx —dF /dy, (3a)
da/dx+db/dy +dc/dz =0, (4b)

P =cdy/dt -bdz/dt -dF /dt —dg/dx,  (5¢)
Q =ady/dt -cdz/dt -dG/dt —~dy/dy,  (6c)
R =bdy/dt —adz/dt —dH /dt -dy/dz,  (7c)

4rmu =dy/dy —d B/dz, (8d)
4nv = da/dz -dy/dx, (9d)
4w =d B/dx —da / dy, (10d)
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u=CP +(K/4m)dP/dt, (141) div(¢E) = p, (9 & e
v = CQ+(K /4m)dQ/dt, (15f) div(uH) = 0, (b & h)
- 0
w =CR +(K/4m)dR/ dt, (161 _QuE = pH, € & a)
— 0
df /dx+dg/dy +dh/dz =0, (179) curl H =KE +£E. d & )
a=pa, (18h) These are the four vector equations that gave rise all
b=upg, (19h) different versions of Maxwell’s equations find today
c=py. (20h) in all textbooks on electromagnetism.

The vector calculus had not been developed in
Maxwell’s time. That is why he employed such
roundabout set of equations. In fact, Maxwell’s work
contributed significantly to the development of vector
calculus.

Heaviside redresses Maxwell’s equations

In 1885, twelve years after the publication of
Maxwell’s Treatise, Heaviside after a long and
arduous research work published a completely revised
set of Maxwell’s equations translated in the language
of vector calculus, created independently by Gibbs
and himself [3], [4]. He condensed the potentials and
fields components that appear in the long list of
Maxwell’s equations (1a — 20h) into a compact set of
eight vector equations:

B =curl A, @
divB =0, (b)
E =VuB - A —grady, (©)
C=curlH (d)
D =¢E, (e)
C=(k+sd/dt)E, U]
divD = p, (9
B = uH. (h)

Here, Heaviside used the following identifications:

B =(a,b,c),E=(P,Q,R),C = (4mu,41v,4 1w)
A=(F,G,H), H=(a,8,y) and D = (f,g,h).

Also, he used the symbol VuB for expressing the
vector product u xB.

Combining (g) and (e), (b) and (h), (c) and (a),
and (d) and (f), Heaviside came out with the
following four vector equations:

Tensor Maxwell’s equations

Electromagnetic theory conceived originally by
Maxwell was essentially a mechanist subject. Forces,
stresses, fluxes and even a material medium (the
ether) capable to support electromagnetic disturbance
were integral parts of the theory [7], [14]. At
beginning, it took a great deal of effort by many
specialists to understand the mechanism of Maxwell’s
electromagnetic theory [4]. Among them we
distinguish Albert Einstein who in attempt to
conciliate the classic Newtonian mechanics with
Maxwellian electrodynamics had to reformulate the
concepts of space and time resulting in his special
theory of relativity. With this new conception, the
ether had to be discarded and the three-dimensional
electric and magnetic fields turn out to be simply
different relativist aspects of a unique quantity, the
four-dimensional electromagnetic field.

With the help of theory of relativity, Maxwell’s
equations gained a new insight and more concise
formulation. Starting with the electrostatic Coulomb’s
law and making use of Lorentz invariance it is well
known that Maxwell’s equations can be cast as
second-rank anti-symmetric tensors in the following
manner, [11] (SI units),

1 . a

FaB,B :(Eoc)_ J, (l)

Gyp =0, (1)
where the constant ¢ = 299792458 m/s is the speed of
light, & =10"/(4m?), 39 = (cp, Iy, Iy, Iz) s the
current 4-vector and (x°,x',x%,x*) = (ct, x,y,2) . The

tensor I, is given by
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Do E E EQ

(F ) _ B_EX O CBZ _CByS
aB D—Ey _CBZ 0 CBX O
E‘EZ CBy _CBX 0 E

and its dual G5 by

go -cBy -cBy -cB,U
0 X y g
By 0 E, -EyO
(Gy)= 0O Ya

[EBy
ﬁ:Bz Ey -Ex oﬁ

Automatic summation over each repeated index
(Einstein notation) and the partial derivative notation:
e,g. of /0x, = f s are used in (1) and (1I).

In addition to be very simple and elegant these
two tensor Maxwell’s equations are invariant under
Lorentz group [8], [11].

Differential forms and Maxwell’s equations

Equations (I) and (lI) can be rewritten in the
language of differential forms ([2], [8]) as following:

dF = (g,c)" My, (A)
dF =0. (B)

In equation (B), the space-time 2-form F is called
Faraday and it is expressed by Edrt +cB, where E
and B are, respectively, the 3-dimensional 1-form

E =E,dx+E dy +E,dz and the 3-dimensional 2-
form B = B,dydz + B, dzdx +B,dxdy .

The constant c is the speed of light, and dr =cdt . In
equation (A), U isthe Hodge dual of Faraday and
DJ represents the 3-form H;
+J, drdzdx + J,dr dxdy.

Equation (B) informs that the exterior derivative of
Faraday is zero, that is, Faraday is a closed 2-form
in space-time. On the other hand, the exterior

= cpdxdydz +J,drdydz

derivative of the dual F is not zero unless the space
is empty, that is, with no charge and current sources.
These two equations (A) and (B) summarize the
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entire content of Maxwell’s equation in a simple
geometric language.

This is a very elegant and revealing manner to write
Maxwell’s equation. Misner et al. emphasize this
point in their book [8, p 105] when they say: “forms
illuminate electromagnetism and electromagnetism
illuminates forms”.

Like equations (I) and (II), (A) and (B) are also
covariant in the sense that their form is preserved
under Lorentz transformation.

The Maxwell’s equation

Equations (1) and (Il) as well as (A) and (B) are
simple and very beautiful but they are not yet the
most concise formulation of Maxwell’s equation. The
most compact formulation is obtained via Clifford
algebra Cls, [1], a modern geometric language. In a
sense, Clifford algebra generalizes the geometry of
complex algebra for multidimensional.

With this new language, Maxwell’s equations are
represented by one single equation:

oF =(g,c)"j (C)

where F is the space-time bivector E +icB, d means
the Clifford conjugate of the paragradient

6:(c'16l —D) and j is the involution of the 4-
current j=pc+J.

Applying the operational rules of Clifford algebra
one can show that, [2],

oF =(c™9, +0)(Er icB)
=ME- (cd B BY) @B i@ \x E)

= (&0) " (cp =J). (D)
The real scalar part of this equation gives the
Coulomb’s law, whereas the real vector part is the
Maxwell-Ampere’s law. The imaginary scalar part is
Gauss’ law, and the imaginary vector part is
Faraday’s law.

Wonderful! All electromagnetism packed in one
single equation. This is an excellent opportunity to
paraphrase Boltzmann’s words with respect to
Maxwell’s equations: “Was it a God who wrote these
lines...”, [12, p 14].

Conclusions
Equations (I) and (I1), (A) and (B) and equation

(C) reveal concisely the physics of electromagnetism
wrapped by different mathematical dialects. Accord
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to them the electric and magnetic fields are hidden
behind the four-dimensional electromagnetic field
(Faraday for example).

We observe that equations (1), (A) and the real
part of equation (C) can be rewritten explicitly in the
vector form:

M(s,EE p, (A1)
x (B/u, )0 (&E)b t= 3, (A2)

Likewise, equations (I), (B) and the imaginary part
of (C) can be recast as

(MB= 0, (B1)
X BEdBA = 0. (B2)

The pairs (Al, A2) and (B1, B2) form the famous
four vector Maxwell’s equations in their most general
context. They are not limited to linear, isotropic
media, but apply to non-linear, anisotropic and non-
homogeneous media. The sources p and J contain
implicitly all the information about the electrical
properties of the media.

For applications in electric geophysics is more
convenient to rewrite the Maxwell’s equations as

o= p,, (Coulomb's law)
x HoDbAt= J;, (Maxwell- Ampere's law)
MB= 0, (Gauss' law)

k BrOBAt= 0, (Faraday's law)

The electrical flux density D and the magnetic
field H are generally related with E and B by the
following constitutive relationship [6]

(DO D& &M K

HHe

In geophysics, & and { are null, thus D =¢E and
B = uH . In addition,J; =oE +J,, ,[10].
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Modelagem bidimensional de resistividade por diferencas finitas
para um caso de modelo primario heterogéneo

Frederico A. F. de Oliveira e Hedison K. Sato

CPGG/UFBA
Abstract

The choice of suitable boundary conditions plays
an important role on two-dimensional resistivity
modelling by finite differences. It is known that
Dirichlet or Neumann conditions lead to inaccu-
rated numerical evaluation of potential compared
to an empirical mixed boundary condition, imposed
by the potential related to a primary model, eval-
uated at the grid boundary. Results show that the
mixed boundary conditions using the homogeneous
primary model are quite good. This work studies
the application effects of the electric potential, de-
rived recently for the horizontally layered model,
to impose the mixed boundary conditions on the
bidimensional resistivity modelling solution by fi-
nite differences.

It presents appropriated expressions of elec-
tric potential and its normal derivatives and their
numerical evaluations by digital integral filters.

Our preliminary results show that primary
model does not rule the accuracy of numerical mod-
elling for lateral extensions used in this work.

Introducao

A escolha das condigoes de contorno no infinito €
fundamental para a modelagem de dados de resis-
tividade aparente pelo método das diferencas fini-
tas. Na solucao analtica, supoe-se que o potencial
eletrico € nulo no infinito, o que corresponde a con-
di cao de Dirichlet. No entanto, como o meio discre-
tizado é finito, os resultados passam a depender da
escolha adequada das condi¢oes de contorno. Se-
gundo Coggon (1971), a condi¢ao de Dirichlet cau-
sa subestimativa dos potenciais elétricos nos nés
da grade, enquanto a condi¢ao de Neumann, a so-
brestimativa destes, se comparados com as soluc oes
analiticas para os mesmos modelos.

Dey e Morrison (1979) mostram que o empre-
go de uma condigao emprica do tipo mista é me-
lhor que as anteriores pois tira proveito do com-
portamento assintético do potencial elétrico e de
suas derivadas normais, que passam a ser avalia-
das considerando um modelo geoelétrico primério,
usado como base para o célculo dos potenciais nos
n’os sobre os limites laterais a grade bidimensio-
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nal, nao requerendo hipétese a priori sobre o com-
portamento daquela funcao. As heterogeneidades
sao, assim, vistas como perturbagoes sobre o mo-
delo primario. Usando o semi-espago homogéneo
como modelo primério, esses autores comprovam
sua assertiva comparando a modelagem analitica
com a de diferencas finitas.

No entanto, algumas situagoes geologicas mais
se aproximam de heterogeneidades no interior de
um meio de camadas do que em um meio ho-
mogéneo, por exemplo plumas de contaminacao em
aquiferos sedimentares, como ocorre na formacao
S’ao Sebastro, na Bacia do Recéncavo-BA, confor-
me de Lima (1993). Ademais, a relevancia do mo-
delo primario na modelagem é desconhecida. As-
sim, o objetivo deste trabalho é analisar a mode-
lagem bidimensional de resistividade para o caso
do modelo primario heterogéneo, especificamente o
modelo de camadas horizontais.

Formulacao do problema e so-
lucao por diferencas finitas

Esta solu¢ao segue Dey e Morrison (1979). Seja
uma fonte pontual de corrente elétrica continua na
superficie de um meio com distribui¢ao bidimensi-
onal de condutividade, o(z, z). Procuram-se os po-
tenciais elétricos @, . que solucionam a equagao de
Poisson, onde 7 = 1,2,... , N sao os indices dos nés
na dire¢ao horizontal e y = 1,2,... M, osindices a
direcao vertical. O problema é formulado partindo-
se da aplicagao da conservacao das cargas eFtricas
em um volume que envolve a fonte. Como o meio
estende-se infinitamente na direcao y€ conveniente
a aplicagao de uma Transformada de Fourier nesta
dire¢ao, o que diminui a dimensao do problema de
tr'es para duas. Assim, o problema é formulado no
dominio (z,k,,z) como

V- [U(m,z)vci’(m, k,, z)] +kza(m, z)i(m,ky,z') =

0 : . :
50)0(z). (1)

As condicoes de contorno a serem obedecidas
em cada interface de descontinuidade da conduti-

vidade sdo 1) continuidade do potencial <i>m., e 2)
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continuidade do componente normal do vetor den-
sidade de corrente J. Na superficie terra-ar, a apro-
ximacao da condutividade do ar para a do vicuo
resulta na condicao de Neumann, dada por

0%, ;
id

o, —==0 (2)
onde 1 = 1,2,... ,N, 5 = 1 e n denota a direcao
normal a superficie. As condi¢oes de contorno no
infinito, aplicadas nos limites laterais e inferior da

malha, sao do tipo mista, qual seja,

é.‘-,j

on
onde i = 1 para j = 1,2,... ,M (borda esquer-
da), i = M para 7 = 1,2,... ,N (borda inferior)
et =M para 3 = 1,2,... ,M, correspondente a
borda direita. A expressao do potencial no modelo
primdrio presta-se ao célculo dos potenciais, e de-
rivadas, sobre a fronteira, quando da aplicacao das
condicoes de contorno. Entretanto, como o proble-
ma € resolvido no dominio da frequéncia na direcao
y, aplica-se a Tranformada de Fourier a solucao do
problema de camadas apresentada por Sato (2000),
que resulta em

+ a(i)i,j =0

3)

= I
P=—"——x
T2 o,

/ v(u,k,) o (WK A cos(zu) du +
0

£(ky) Kofky [(A2)? +2°]7), ()

00 I y
Oz T 2T O,

/ ~uv(u,k,) e (k) VA sen(zu)du —
0

mkyf(ky) V2 21'/2 3
————— K1 {ky |[(Az)* + z , (5
[(Az)2 + 22 UICERSINE B
0 I

a_ﬂ' 2T oy, %

oo —(u2+kZ)I/ZAz 9
/ ¢ ¢ cos(zu) du —
0

(u? +k2)2 0z
/ v(u, ky) (v’ + k) o~ (WHk) VA (A2) cos(zu) du—
Jo

(Az) ky H(ky)

[(A2)? + 2] Ky {ky [(Az)” + IZ]I/Z} - ©

onde o, é a condutividade da camada que contém a
fonte, v(u) é o termo recorrente da solucao do pro-
blema de camadas e v = X’ —kz, sendo A a constan-
te de separacao usada na solucao da equacao de La-
place em coordenadas cilindricas, conforme de Oli-
veira (2001). Essas expressoes sdo convenientes
a implementacao computacional usando filtros di-
gitais para transformadas integrais desenvolvidos
por Anderson (1975).

A equagao (1) é integrada em cada elemento
de drea AA, ; e, com a aplicagao do terorema de
Green, obtém-se a seguinte solucgao discreta,

0%, 2 -
— %O’i,—lddl—i—//k o,.®, dA=
J o An y  id i
AA

isd i

20.)3(z). ()
As equagoes de diferencas correspondentes a
equacdo (7) encontram-se em Dey e Morrison
(1979) e de Oliveira (2001).

Os potenciais <:I>i’j sao calculados para um
nimero limitado de freqgiiéncias & e a transforma-
da inversa ¢ feita numericamente ajustando-se uma
funcao-envelope exponencial, cujos coeficientes sao
ajustados dois a dois, a qual é aplicada a transfor-
mada inversa, dada por

kyz
—ak
€
Y1

T ok

- n Zz - [bsen(bk,) — a cos(bk, )]

a

* cos(bk,)dk, =
k

8)

Y1

Implementacao computacional

As freqiiéncias utilizadas neste trabalho sao as mes-
mas obtidas empiricamente por Medeiros (1987)
para o modelo primério do tipo homogéneo, a des-
peito da disparidade com a solucao do potencial em
meios horizontalmente estratificados. A avaliagao
numérica do integral contida na equagao (6) en-
controu problemas quanto a precisao numérica em
todas as frequéncias, o que se repetiu com o integral
da equagao (5) nas quatro freqtiéncias maiores. O
problema foi contornado lancando-se mao do uso do
modelo homogéneo nas freqiiéncias problemaéticas,
o que significa que o emprego do modelo primério
de camadas limitou-se as bordas laterais e para as
seis freqiiéncias menores.
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Resultados e discussao

Usando o modelo do contato vertical entre um
quarto de espago e uma sequéncia de camadas
horizontais, alternou-se as resistividades da pri-
meira e ultima camada na sequéncia para simu-
lar num mesmo modelo, caracteristicas distintas
de estratificacdo (figuras 1 e 3). Em cada caso,
modelou-se a resistividade aparente Schlumberger,
ora montando-se a condicao mista de contorno com
a solucao do potencial para meios homogéneos, ora
para meios acamados. O desvio entre as duas mo-
delagens, quantificada por

Pe

€;,; = 100 X
Ph

9)
onde p, é a resistividade aparente obtida com o mo-
delo de camadas aplicadona definicao das condigoes
de contorno, e pp, com o modelo do semi-espaco ho-
mogeéneo.

As pseudo-seccoes nas figuras 2 e 4 mostram
que os desvios sao praticamente idénticos, visto
que varia na faixa de -0,01 a 0,01 %, irrelevan-
te para fins de exploracao geofisica. Ainda as-
sim, cabem algumas consideracoes sobre a distri-
buicao espacial dos desvios. Verifica-se em ambas
as pseudo-seccoes, um incremento do mdédulo dos
desvios com a proximidade da borda lateral direi-
ta, onde o cardter de estratificacao é mais acentu-
ado, ao contrario do lado esquerdo, onde o meio ¢é
indistintamente homogéneo, nos dois modelos.

E possivel também relacionar, conjuntamente
ao médulo, o sinal dos desvios com os contrastes
de resistividade da seqiiéncia de camadas do bloco
direito. No modelo da figura 3 o desvio cresce po-
sitivamente para a direita e para baixo, chegando a
atingir o valor méximo de 0,05 %. Uma explicacao
para isso pode estar na natureza fisica do proble-
A lei de Ohm estabelece que o médulo do
vetor densidade de corrente é diretamente propor-

ma.

cional ao campo elétrico, sendo a condutividade o
a constante de proporcionalidade. Assim, como no
segundo modelo a primeira camada é a mais con-
dutiva, concentram-se mais linhas de corrente entre
os seus limites, de maneira que as correntes expe-
rimentadas pelo estratos inferiores sao menores e,

7

por isso, é natural que haja maior imprecisao nos
seus célculos.

A hipétese de que o modelo geoelétrico
primario influi na distribuicao espacial dos desvi-
os nao pode ser ainda descartada. Partindo da
premissa de que uma seqiiéncia de estratos hori-
zontais é uma aproximac¢ao mais verossimil para

o modelo na fronteira, principalmente consideran-
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do a geometria retangular dos elementos da malha,
os potenciais nos nds sobre a borda da grade sao
calculados mais corretamente, assim como os de-
mais — calculados a partir destes — o que implica
em maior precisao na modelagem das resistivida-
des aparentes, em relacao as mesmas para o mode-
lo primério homogéneo. Entretanto, a investigacao
dessa hip6tese depende do conhecimento do com-
portamento do potencial e suas derivadas normais
no dominio da freqiiéncia, o que nao foi feito neste
trabalho. Nessa diregao, testes com modelos me-
nores podem identificar um limite méaximo na ex-
tensao lateral do modelo para o emprego do modelo
primario de camadas horizontais homogéneas.

x (m)
0 150 300 450 600 750 900
0 Ohm.m
25 H 500
% Il 400
E
E 75
N [ 200
100
] 100
125
] 50

150

Figura 1: Modelo de resistividades de contato ver-
tical entre um bloco homogéneo e uma sequéncia
de camadas horizontais.
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Figura 2: Pseudo-seccao dos desvios entre as mo-

delagens com as duas solugoes na fronteira.

Conclusoes

A implementacao parcial de um modelo primario
heterogéneo nao traz qualquer melhora de signifi-
cado pritico a modelagem bidimensional de dife-
rencas finitas. Ainda assim, o problema nao estd
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Figura 3: Modelo de resistividades de contato ver-
tical entre um bloco homogéneo e uma sequéncia
de camadas horizontais.
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Figura 4: Pseudo-sec¢ao dos desvios entre as mo-

delagens com as duas solucoes na fronteira.

esgotado, pois resta saber se a causa estd na fisica
do problema ou se nas altas freqiiéncias. O cres-
cimento sisteméatico dos desvios, quer positiva ou
negativamente, com o aumento do cardter de es-
tratificacao do modelo na fronteira sugere que o
modelo primério influi na precisao da modelagem.
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Abstract

Interaction of electromagnetic fields with elastic bodies is
the subject of many theoretical investigations in
mechanics of continua for the last decades. Some variants
of direct and inverse problems have been studied leading
into the determination of some characteristics of medium.
It is very interesting to study this phenomenon due to the
possibility of applying this theory to geophysical
prospecting and study of earthquake sources. Olsen [6]
has represented some experimental results of interactions
of power-line electromagnetic field with the Earth crust.
He has showed that high harmonic fields are produced by
basic harmonic field of frequency ®, = 60 Hz. One
possible explanation of this effect is a nonlinear
interaction of electromagnetic field with seismic field.
Our work is dedicated to the investigation of this
interaction. We form the basic equations for the
description of some variant of this coupling and consider
a simple mathematical model of this process. It is possible
to construct in linear approximation the solution of
corresponding problem, showing that higher harmonic
fields’ generation process can be described for that model.

Introducao

O objetivo deste trabalho é a modelagem matematica e
numérica da interagdo entre ondas eletromagnéticas e
elasticas, considerando-se o efeito sismomagnético, a fim
de analisar o comportamento e amplitudes relativas dos
campos gerados dessa interagdo. O estudo desse
fenomeno recebe especial atengdo devido a possibilidade
de aplicagdo dessa teoria a prospeccdo geofisica. Na
literatura, sdo encontrados estudos de alguns problemas
diretos e inversos que levam a determinacdo de algumas
caracteristicas do meio, como pemeabilidade e
permitividade elétricas, eletrocondutividade, as constantes
de Lamé etc.

Olsen [6] representou alguns resultados experimentais das
interagdes de campos eletromagnéticos, produzidos por
uma linha de corrente, com a crosta. Em seus
experimentos, foi possivel mostrar que campos
harmoénicos de alta freqiiéncia sdo produzidos por campos
harménicos basicos de freqiiéncia @, = 60 Hz. Uma
explicagdo para esse efeito seria uma interacdo ndo linear
do campo eletromagnético com o campo sismico. Este
trabalho ¢ dedicado a investigacdo dessa interacao.
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Basicamente, sdo definidos trés diferentes tipos de
interagdo entre campos eletromagnéticos e campos
sismicos: o efeito eletrocinético, o efeito piezoelétrico e o
efeito sismomagnético. Considera-se o ultimo efeito neste
trabalho. As ondas sismomagnéticas podem ser definidas
como variagdes geomagnéticas locais que se propagam
simultaneamente a onda sismica. Neste caso, a freqiiéncia
e a velocidade dominantes de propagacdo dessas ondas
sismomagnéticas induzidas sdo iguais a freqiiéncia e
velocidade da onda sismica. As ondas eletromagnéticas
geradas por esse efeito sdo tranversais a sua dire¢do de
propagagdo, como qualquer onda eletromagnética, mas
propagam-se com a mesma velocidade das ondas sismicas
longitudinais que as geraram devido a existéncia de um
estado  quasi-estaciondrio. Essas ondas contém
informagdes sobre ambos os pardmetros eletromagnéticos
e elasticos de um meio.

Modelagem matematica e numérica

O fendomeno de indugdo sismomagnética no campo
magnético  constante da  Terra ¢  descrito,
matematicamente, pela solu¢ao dos sistemas de equagdes
elésticas e eletromagnéticas acopladas, considerando-se a
existéncia de um estado eletromagnético quasi-
estacionario. No modelo matematico, a propagacao de
ondas eletromagnéticas e elésticas esta sendo considerada
do ponto de vista da eclasticidade linear ¢ da teoria
eletromagnética linearizada. Essas equagdes estdo
acopladas devido a termos adicionais que descrevem os
efeitos relativos a propagagdo de um campo
eletromagnético em um meio elastico e condutivo.

Foram formuladas as equagdes basicas para a descri¢ao
de algumas formas desse acoplamento e considera-se uma
modelagem matematica simples desse processo. Foi
construida, em aproximacgao linear, a solu¢dao do problema
correspondente mostrando-se que o processo de geracdo
de campos harménicos de alta freqiiéncia pode ser
descrito nessa modelagem. Foram elaborados alguns
algoritmos para a solucdo desse problema e conduzidos
alguns  experimentos numéricos, utilizando-se o
MATLAB.

Especificamente, foram elaborados dois modelos
matematicos baseados no efeito sismomagnético, sendo
que no primeiro modelo ¢ considerada uma fonte
magnética e no segundo, uma fonte sismica.
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Os dados iniciais usados na modelagem numérica sdo
freqiiéncia angular da fonte (50 Hz); permeabilidade
magnética do vacuo (1,26x10° H/m); condutividade
elétrica do meio (1 S/m); velocidade da onda elastica (2
000 m/s); densidade do meio (2 650 Kg/m’); campo
magnético inicial (40 A/m), comprimento de medida (10
m); velocidade adimensional (5). Os dados iniciais sdo os
mesmos para dois modelos, sendo que no segundo
modelo utiliza-se uma freqiiéncia da fonte sismica de
=10 Hz.

Modelo matematico 1 (fonte magnética)

O problema béasico foi construido a partir de equacdes
determinadas experimentalmente, onde os termos
eletromagnéticos e elasticos estdo acoplados, Dunkin [7].
Assim, considerando-se o processo 1D, supondo
constantes o0s pardmetros eletromagnetoelasticos e
considerando a existéncia de um estado quasi-
estacionario, obteve-se o seguinte sistema adimensional:

2
9 _ g ai’_a(ha”j_Rl 9 i(et)
ot dz® dz\ ot oz

2 2
Gu_ U _pp o
ot 0z 0z

onde h ¢ o campo magnético, u ¢ o campo elastico, j ¢ a
densidade de corrente, z e t sdo as variaveis de espaco e
tempo, v é a velocidade sismica adimensional, R =
ou.LV, ¢é o nimero de Reinolds e P = ,ueH(,zp'J Vo'z,
sendo p a densidade do meio, 4, a permeabilidade
magnética, o a condutividade elétrica, H, o campo
magnético da Terra, L o comprimento de medida e V, a
velocidade da onda sismica.

E utilizada uma fonte harmonica eletromagnética de
freqliéncia w= @), localizada no ponto z = 0:

i(e.0)= e 5(2)
2

O primeiro passo na solu¢do do sistema ndo-linear € sua
linearizagdo. Assim, a solugdo ¢ representada na forma
(u, h) = (0, h°) + (u, g), onde ||h°||>>||g||. A solucdo do
problema ¢ dada abaixo (fig. 1, 2 e 3):

h°(z,t)=h"(z)e"

g(z’ t) = g(n) (Z)ei(2n+3)(l)ht

u(z,t)=> u”(z)e” "M n=0,1,2,..

M 1

Il
(=

n

Para determinagdo das fungdes h°(z), g™(z) e u™(2),
n=0,1,2..., tem-se o seguinte sistema:

1(z)= Lsign(z)- '
4

WOz = (1 (o) %L

G
L EF* 60

£9(e)= 82, (1016) -u e L, )

W)= 200 ) LG, ()
Y dz
() () _ (0) (n) d
§e)= k2, (1) LG, ()
zZ
onde o=(1/2"?)(i-1),
2 1
A=Rwo, ,,=RCn+3)o,, 4,=201D0
%
1 ial, ‘Z‘ dGmn(Z) 1 ial, ‘z‘ .
G (z)= e it o L= — e Pgion(z),
nal?) 200, i = 2 g(z)
1 g 4G,(2) 1 g
G, (z)=— e ", ———=—e ™"signlz)
A s L)
Conclusoes referentes ao modelo 1
Segundo o modelo do problema de

eletromagnetoelasticidade, considerado em aproximagao
linear, ¢ possivel mostrar o efeito de geragdo de campos
harménicos, de  elevada  freqiiéncia,  descrito
experimentalmente por Olsen [6]. Foi demonstrado,
matematicamente, que a fonte harmonica elétrica (de
freqiiéncia @,=60 Hz) gera, em resultado da intera¢do do
campo eletromagnético com o elastico, oscilagdes
eletromagnéticas com freqiiéncias @,=(2n+3)m, n=0, 1,
2,..., e oscilagdes elasticas com freqiiéncias @,=2(n+1)w,
n=0,1, 2,..

Numericamente, foi mostrado que as amplitudes de tais
oscilagdes tendem a zero, rapidamente, & medida que n
aumenta (fig. 4 e 5); e, aumentando-se o valor do campo
magnético inicial (campo magnético da Terra), verificou-

se significativo aumento das amplitudes u™ ¢ g
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Modelo matematico 2 (fonte sismica)

Neste modelo, o problema basico foi construido a partir
das mesmas equagdes experimentais que foram utilizadas
para a formulagdo do modelo 1. E, além de feitas as
mesmas simplificagdes iniciais, considera-se P = 0. Entao,
apos adimensionalizagdo, o problema basico torna-se:

%_R-lﬁ = _a[hauJ_Ho d’u
ot dz° dz\ ot 0tdz
o%u o%u }

onde £* ¢ a fonte sismica: [ = e'*'d(z).

A solucdo para o problema ¢ encontrada na forma (fig. 6):

h(Z,t) _ ihn (Z)ei(n+l)a)xt

n=0
u(z,t)=u,(z)e™"
Para determinagdo de H,(z), u,(z), n=0, 1, 2, ..., recorre-

se as seguintes equacdes:

uy(z)= 201) N e )
s

hn (Z) = la)s (hn—l (Z)MO (Z)) * Gm(")(z),
onde h_(z)=H",
Gm"(z)= ge“”z sign(z), a, =(-1) il (n2+ 1)R.

Conclusoes referentes ao modelo 2

Neste modelo, foi demonstrado, matematicamente, que a
fonte sismica (de freqiiéncia @ = 10 Hz) gera, como
resultado da interagdo do campo eletromagnético com o
elastico, as oscilagdes eletromagnéticas com freqiiéncia
w=m+tl)a, n=0,1,2,... .

Numericamente, foi possivel verificar que as amplitudes
de tais oscilagdes tendem a zero, rapidamente, a medida
que n aumenta (fig. 7). Sendo assim, pode-se desprezar
valores de amplitude, calculados a partir de um
determinado n, no calculo do campo eletromagnético,
h(z,t), resultante da interacdo eletromagnetoelastica. Isso
torna o processamento numeérico mais suave.
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Abstract

One of the traditional geophysical methods employed
in the determination of conductivity distribution of
subsurface in regional scale is the Magnetotelluric
Method (MT). It uses both electric and magnetic
fields at ground surface and is based on the
hypothesis that these fields propagate as plane waves.
In the equatorial region this hypothesis is not always
valid for low frequencies in resistive terrain due to
the presence of the equatorial electrojet.

Instead of using the electric and magnetic fields,
as MT, here we employ the vertical component of the
magnetic field normalized by the horizontal
component to analyse the influence of a 2-D structure
which is parallel to the electrojet upon the
geomagnetic field scattered by a 2-D structure. The
finite elements method was used for numerical
modeling. The electrojet was modeled as infinite
current line and as a planar gaussian distribution of
current. The effects of the two electrojets on the
response of the 2-D heterogeneity were compared
against the plane waves results.

We concluded that at frequencies higher than 107
Hz there is no observable discrepancy between the
plane wave and electrojet responses. Between 107
and 10 Hz the difference is very small. At these
frequencies the lateral edges of the 2-D heterogeneity
is easily detected. At 10* Hz the signature of the
buried structure is no longer delineated, showing thus
the influence of geometry of the equatorial electrojet
source on the low frequency response.

Introduction

One of the traditional geophysical methods employed
in the determination of conductivity distribution of
subsurface in regional scale, is the Magnetotelluric
Method (MT). Both the electric and the magnetic
fields are measured at the surface to give the
magnitude and phase of the impedance (Tikhonov,
1950 e Cagniard, 1953). The main hypothesis of this
method is that the incident electromagnetic field is a
plane wave emitted from the atmosphere. However,
in the equatorial zone exist jets of ionospheric
current, called the equatorial electrojet, which
violated the hypothesis of plane wave at low
frequencies in resistive terrain.

Using numerical modeling, several authors have
simulated the MT response in the continental regions
with the presence of the electrojet. Hermance &
Peltier (1970) proposed an electrojet of type infinite
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current line in E-W direction, localized at 110 km
vertically above a stratified subsurface. Peltier &
Hermance (1971) simulated an electrojet through an
superficial current density according to one planar
gaussian distribution, at 110 km of altitude and
flowing in the E-W direction, and they concluded that
the source effect increase both, when the media
resistivity of subsurface and the period of waves
became greater. On the other hand the effect
decreases with the distance from the electrojet center.
Hibbs & Jones (1973a) determined the
electromagnetic response of 2-D heterogeneity and
demonstrated in low frequencies ( < 10" Hz ) that the
source configuration influences the field values at
subsurface. Indeed, Mota & Rijo (1991) concluded
that the shallow lateral heterogeneity response due to
plane wave is not affected by the presence of the
current line or gaussian distribution but that the
deepest 2-D structure response are affected by the
medium host response.

Our aim in this work is to evaluate numerically
the influence of the electrojet upon the geomagnetic
response of 2-D structures parallel to electrojet E-W
direction. We computed the ratio between the vertical
and horizontal components of the magnetic field
calculated at surface, modeling the electrojet as
infinite current line and as a gaussian distribution of
current density.

Methodology

The plane wave electromagnetic field induced by 2-D
structure decouples itself in both TE and TM modes.
In the presence of current lines parallel to strike, the
induced field presents only the TE mode.

A current line located at 110 km of altitude in the
E-W direction can be regarded as a good model of a
concentrated electrojet (Hermance & Peltier, 1970).
However, Hibbs & Jonnes (1973a) and Peltier &
Hermance (1971) consider a planar gaussian current
distribution with standard deviation of 240 km,
located at 110 km of altitude, as a more adjusted
model to the electrojet. In such a case, we obtain the
total response by integration of all individuals
responses of each current line, with the intensity
changing in accord to gaussian distribution (Mota &
Rijo, 1991).

In this work we use the finite element
method to determine the TE mode electric field.
Afterward, the magnetic field were calculated from
the Maxwell equations. In order to improve the
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numerical stability we separate the electromagnetic
field in primary and secondary fields (Rijo, 1989).

The primary electrical field is given by the
stratified media response (Ward & Hohmann, 1988).
The integrals associated with the primary field
components were calculated by the linear digital filter
technique (Nissen & Enmark, 1986; Rijo, 1989).

The secondary field is governed by the

OE: O°EP S
axzy * azzy -, 0E;=(0-0, )}

where g, and o are, respectively, the homogeneous

equation,

and heterogeneous medium conductivities. The right
side of equation, (a—o'p)Eyp, represents the source of

secondary field, where Eyp is the primary field
calculated within the heterogeneity. The secondary

magnetic  field is obtained by numerical
differentiation using the identities:
S /10 aE;
B =__l
A
Bs = _ Mo 9Fy
! 7 0x

Finally, the total magnetic field components are
computed summing up the primary and secondary
components.

Model

Suggested by Arora (personal communication) we
used the model shown in Figure 1 to investigate the
effects of the electrojet on the magnetic fields
response. The model is composed of two structures
embedded in a 10 Q-m host covered by a 50 Q-m
layer, with 2 km of thickness.

Superficie Po(ar)

2km P =50 Qm

<—40km ——>
80 km
P2 =10 Om

Figure 1 — Model of inhomogeneous semi-space.

The external structure has 80 km of width, 4 km
of thickness, 1 Q-m of resistivity and is located at
2km from the surface. The internal structure has 40

km of width, 1 km of thickness, 3000 Q-m of
resistivity and is located at 3,5 km from the surface.

Results

The experiments were realized with three kinds of
sources: plane wave, infinite current line and planar
gaussian distribution of current. The line and the
center of the gaussian distribution are located at x =0
km. The center of the 2-D heterogeneity is located at
x = 500 km. We present the results in form of the
ratio B,/B, computed at the surface for the
frequencies 102 10° and 10* Hz. For frequencies
higher than 102 Hz, the effects of the line and
gaussian sources on the response are imperceptible.

To evaluate the effects of the electrojet sources let
us visualize, first, the behavior of plane wave results.
We observed in the Figure 2 (10% Hz) and 3 (10 Hz)
that the external large peaks correspond to horizontal
limit of the 80 km structure. Likewise, the smaller
internal peaks correspond to horizontal limit of 40 km
structure. In the Figure 4 (10 Hz) the information
about the internal structure is no long clear because
the higher skin depth. However, accentuated peaks
are still present for external structure. In conclusion,
with pane wave we can delineate clearly the
structures from its geomagnetic response.

Plane Wave : 10 2 Hz
T
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Figure 2 — Real and imaginary parts of the ratio B,/B, for
plane waves. Frequency: 102 Hz.

Plane Wave : 10 ® Hz
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Figure 3 — Real and imaginary parts of the ratio B,/B, for
plane waves. Frequency: 107 Hz.
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Plane Wave : 10 * Hz
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Figure 4 — Real and imaginary parts of the ratio B,/B, for
plane waves. Frequency: 10 Hz.

Continuing our analysis let us now compare the
results due to the infinite line source of current with
these from plane wave previously discussed. The
Figure 5 (10 Hz) is very similar to Figure 2. Thus,
the effect of the line source at this frequency is
extremely small. At frequency 10 Hz the response
presents some influence of the source but we still can
determine the limits of the two structures as
illustrated in Figure 6.

Infinite Current Line : 10 2 Hz
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Figure 5 — Real and imaginary parts of the ratio B,/B, for
infinite current line. Frequency: 10 Hz.
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Figure 6 — Real and imaginary parts of the ratio B,/B, for
infinite current line. Frequency: 107 Hz.

126

At frequency 10* Hz (Figure 7) the response is
enough deformed such that the signature of the
structures is barely seen.

Infinite Current Line : 10 * Hz
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Finally the responses associated with the gaussian
electrojet illustrated in Figures 8 (102 Hz), 9 (10
Hz) and 10 (10 Hz) show an intermediate behavior
between plane waves and current line results.
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Figure 8 — Real and imaginary parts of the ratio B,/B, for
gaussian distribution. Frequency: 102 Hz..
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Conclusions

We investigated the effects on the B,/B, response
of an E-W 2-D heterogeneity under the influence of
the equatorial electrojet. Two models were used to
simulate the electrojet: an infinite line of current
located at 110 km above the ground and a gaussian
distribution of current density with 240 km standard
deviation. The effects of the two electrojets on the
response of the 2-D heterogeneity were compared
with the plane waves results. At frequencies higher
than 10% Hz there is no observable discrepancy
between the plane wave and electrojet responses
Between 102 and 10 Hz the difference is very small.
At these frequencies the lateral edges of the 2-D
heterogeneity is easily detected. At 10“ Hz the
signature of the buried structure is no longer
delineated, showing thus the influence of geometry of
the equatorial electrojet source on the low frequency
response.
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Summary

A multicomponent induction tool has the capability of
resolving famation’s resistivity anisotropy properties.
However, the effects borehole fluid, tool eccentricity, inva-
sion, and other borehole or formation related features on
the tool response has not received a systematic study yet.
In this paper, we applied a 3-D finite-difference modeling
method to study multicomponent induction log response
to (1) borehole fluid, (2) tool eccentricity, and (3) invasion
(circular and noncircular).

We show that the coplanar-coil array (XX) configura-
tion can be affected more by borehole fluid (resistive or
conductive) than the conventional coaxial-coil array (ZZ)
configuration. A decentralized tool will affect the XX and
YY coil array responses differently, depending in which
direction the tool is decentralized. This is much different
from the case for the ZZ response where the effect is in
general independent of the eccentricity direction. When
the tool is decentralized in the X direction (to which the
X transmitter dipole points), the YY response can be sig-
nificantly distorted but the effect on the XX response will
be minimal. The opposite is true when the tool is decen-
tralized in the Y direction. In the presence of an elliptic
invasion, both the XX- and ZZ-coil array responses are
similar to those generated by a circular invasion with a
radius given by the short axis of the elliptic nvasion. The
YY configuration response, however, is more accurately
predicted by an average of the responses of two circular
invasions whose radii are given by the long and short axes
of the elliptic mvasion, respectively.

INTRODUCTION

Induction logging measurements using mutually orthog-
onal source and receiver coils can be used to resolve the
formation’s resistivity anisotropy (Carvalho and Vema,
1998; Kriegsh'ause et al.,2000). This is a big advan-
tage over conventional, coaxial-coil mduction tools that
are not capable of detecting the resistivity anisotropy, es-
pecially in a vertical or near vertical well. In an ideal,
but important, case where a formation exhibits the so-
called transverse isotropy (Klein, 1993), multicomponent
induction measurements suffice to resolve both the hor-
izontal and vertical resistivities of the farmation. Lami-
nated sand shale sequences exhibit macaoscopic electrical
anisotropy. The petrophysical evaluation of thinly lami-
nated and shale sequences utilizing the horizontal resistiv-
ity (i.e., parallel to the bedding) can either overlook hy-
drocarbons present in the laminar or underestimate their
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productivity. The vertical resistivity utlization in the
analysis results i a more accurate and reliable evalua-
tion of the hydrocarbon producing potential of the lami-
nar sands.

Interpretation of multicomponent induction logs can be
complicated by various borehole and formation environ-
ments. Conventional coaxial-coil responses have been
studied for years (Barber et al., 1995; Anderson et al.,
1996; Anderson et al., 1997) , but very limited knowl-
edge has been acquired for non-coaxial coil configurations
such as the coplanar source and receiver coils, which are
part of the multicomponent induction tool. This study
provides a systematic investigation of a multicomponent
tool response in fundamentally important 3-D borehole
environments. In reality, there are numerous factors that
can affect the tool response. To limit the scope of our
study, however, we have focused our efforts on the follow-
ing issues: (1) borehole fluid, (2) tool eccentricity, and (3)
invasion.

RESULTS

The multicomponent tool that we address in this paper
was described in Kriegsh'ause et al. (2000). At each
depth position, the tool (3DEXT™) measures coplanar,
cross-component as well as coaxial responses. The oper-
ating frequency is from tens of kilohertz to a few hundred
kilohertz.

Borehole fluid effect

It is well known that borehole fluid (mud) has a mini mum
effect on conventional, coaxial induction logging tools un-
less the fluid is highly conductive. For a multicomponent
tool, however, borehole fluid may exert significant influ-
ence on coplanar or mutually orthorgonal sensors, regard-
less of the borehole fluid conductivity.

To illustrate the effect, we consider an 8.5-in diameter
borehole in a uniform, 1 ohm-m isotropic formation. Fig-
ures 1 and 2 show the XX and ZZ responses for a 0.1 ohm-
m mud and 1000 ohm-m mud, respectively. Here, the ZZ
component is the conventional coaxial coil response and
the XX component is the coplanar coil response. Because
the formation bedding plane is normal to the borehole,
the YY response will be the same as the XX response.
As illustrated in Figure 1, the ZZ response is almost not
affected by the 1000 ohm-m borehole mud, whereas the
XX response is shifted up at all frequencies. Conversely,
for a 0.1 ohm-m mud, the ZZ response is shifted down.
The XX response is also shifted down by the conductive
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borehole fluid at all frequencies. In this case, the shift is
in the opposite direction to the case for a resistive mud.

Tool eccentricity effect

In field operations, a logging tool is often positioned off
the borehole axis. This is especially the case in a highly
deviated or horizontal well in which the tool string weight
makes difficult to centralize a tool. As noted for the con-
ventional coaxial tool that a decentralized tool can signifi-
cantly increase the influence of borehole fluid on measure-
ments. In such a case, the variable fluid annulus cross-
section may result in high current density flowing through
the thin fluid annulus section. The asymmetric current
density distribution will introduce a large tool response,
which may be erroneously interpreted to be a contribution
from the formation response.

We will consider tool decentralization in either the X or
Y direction in a plane perpendicular to the borehole axis,
as shown in Figure 3. As expected, this decentralization
makes no difference to the ZZ response, provided that
the formation is azimuthally invariant. Figure 4 shows
the real data from a field test. The mud resistivity Rm
is around 1.5 ohm-m; the tool axis is decentralized 1.69
in from the borehole axis; and the frequency is 56 kHz.
It is observed that the ZZ response remains essentially
the same regardless of the tool position in the borehole.
‘When the tool is decentralized in the X direction, the
XX response is not much affected, but the YY response
becomes substantially higher. Similarly, when the tool is
decentralized in the Y direction, the YY response remains
the same, but the XX response is increased.

To further study the tool eccentricity effect, we show in
Figure 5 the differences in the YY-coil array responses
between a decentralized (DEC) tool and a centralized
(CEN) tool. The decentralization is in the X-direction.
In all the cases, the tool axis is decentralized 1.5 in from
the borehole axis. First, the effect is frequency dependent.
Higher frequencies yield, in general, a higher tool eccen-
tricity effect. Second, higher formation/mud resistivity
contrasts produces larger eccentricity effects. Third, at
low formation/mud resistivity contrasts, the eccentric-
ity effect in a small borehole is smaller than that in a
large borehole, and vice versa. Interestingly, at certain
formation/mud resistivity contrasts (e.g., Rt=20 ohm-m
and Rm=1 ohm-m), the eccentricity effects from different
borehole sizes may be similar.

Invasion effect

A major use of the multicomponent induction tool is to
resolve formation resistivity anisotropy. In thinly lam-
inated sand shale sequencies, the presence of an inva-
sion zone, however, will change the formation anisotropy
property. For instance, oil-based mud invasion into
a sand/shale sequence tends to increase the formation
anisotropy, whereas conductive, water-based mud may re-
duce the formation anisotropy because the invading fluid

brings the sand resistivity closer to that of shales. The im-
pact of an invasion zone on the capability of a multicom-
ponent induction tool in resolving formation anisotropy
depends on the volume and shape of the invasion zone. A
deep invasion zone may largely distort the estimation of
the true formation anisotropy.

‘We consider an elliptic invasion zone, as shown in Figure
6. The long axis is in the X direction. Such invasion may
result when formation permeability is anisotropic. When
the long and short axes are equal, a circular invasion zone
results. In the presence of non-circular invasion, the XX
and YY component will respond differently even if the
formation is homogeneous and isotropic. This provides a
possibility to distinguish non-circular invasion from cir-
cular invasion with a multiple component induction tool.

In Figure 7, we show the XX, YY, and ZZ component
responses to an elliptic invasion as a function of the
long/short axis ratio. The cross-sectional area of the in-
vasion is kept the same as that of a 20-in thick circular
invasion. The uninvaded formation has Rh=4 ohm-m and
Rv=20 ohm-m. The borehole fluid is 0.1 ohm-m; the in-
vasion zone resistivity is assumed to be 1 ohm-m. First,
note that the ZZ response has little dependence on the
long/short axis ratio. The XX response, however, de-
creases (in magnitude) substantially as the invasion zone
elongates. The YY response behaves oppositely.

It is interesting to compare the elliptic invasion response
to that of a circular invasion. The radius of the circular
invasion is made equal to either the long or the short axis
of the elliptic invasion zone. Figure 8 shows that both the
XX and ZZ responses to an elliptic invasion are similar
to those of a circular invasion of the short axis. The YY
response to an elliptic invasion zone can be approximated
by an arithmetic average of the responses to circular inva-
sion zones whose radii are given by the long and short axes
of the elliptic invasion, respectively. These observations
suggest that the response (XX, YY or ZZ) to an elliptic
invasion can be approximated to the first order accuracy
by that of one or two circular invasion zones. Worth not-
ing is that Anderson et al. (1996) pointed out that the
coaxial coil array induction tool response to a moderately
deep, noncircular (e.g., elliptic) invasion can be replaced
with that of a circular invasoin with an equivalent radius.
Here we suggest a similar relationship for coplanar coil
array configurations.

CONCLUSIONS

(1) The coplanar-coil (XX) configuration can be affected
more by borehole fluid (resistive or conductive) than the
conventional coaxial-coil (ZZ) configuration.

(2) A decentralized tool will affect the XX and YY re-
sponses differently, depending in which direction the tool
is decentralized. When the tool is decentralized in the X
direction, the YY response can be significantly distorted
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but the effect on the XX response will be minimal. The
opposite is true when the tool is decentralized in the Y
direction.

In the presence of an elliptic invasion with the long axis
in the X-direction, both the XX and ZZ responses are
similar to those generated by a circular invasion with a
radius given by the short axis of the elliptic invasion. The
YY configuration response, however, is approximately the
average of the responses of two circular invasions whose
radii are given by the long and short axes of the elliptic
invasion, respectively.
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Abstract

In this paper we present advanced processing and
inversion techniques to derive horizontal and vertical
formation  resistivities ~ from  multicomponent
induction log data. This newly developed induction
logging tool (3DEX®™) is designed to identify and to
delineate  productive  low-resistivity = reservoirs
frequently encountered in hydrocarbon exploration.
An example of such a reservoir is a finely laminated
sand/shale sequence of which the sand laminae can
contain hydrocarbons found in deep water
environments. These reservoirs exhibit electrical
anisotropy, i.e., the resistivities parallel and
perpendicular to bedding are different and cannot be
accurately delineated by conventional induction
instruments with their transmitter and receiver
orientation parallel to the borehole axis. However, the
new multicomponent transmitter-receiver
configuration provides direct measurements to derive
both horizontal and vertical resistivity that allows
evaluation of the hydrocarbon bearing sand laminae.
The tool is comprised of three mutually orthogonal
induction transmitter-receiver configurations yielding
all necessary data to derive the horizontal and vertical
resistivities of the formation.

In this paper, we introduce various processing and
inversion techniques such as real-time data
processing, shoulder bed and borehole correction
schemes, an automatic ‘thin-layer’ inversion scheme,
and an efficient ‘pseudo 2-D’ inversion algorithm.
We demonstrate the performance of these
interpretation techniques on synthetic and field data
sets.

Introduction

Petrophysical analysis in thinly laminated sand/shale
sequences is challenging because conventional resis-
tivity data are not sensitive enough to the resistivity
of the thin sand laminae (Mollison et al., 1999; Schon
et al., 1999). If the thickness of the individual laminae
is below the resolution of the wireline instrument,
then the sand/shale sequence can exhibit electrical
anisotropy. Baker Atlas and Shell International E&P
jointly developed a new multicomponent induction
logging tool, 3DEX (Beard et al., 1998; Kriegs-
héuser et al., 2000) that measures the electrical ani-
sotropy of these sequences. The instrument comprises
three mutually orthogonal transmitter-receiver con-
figurations that provide all necessary data to compute
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horizontal and vertical resistivities of the formation.
The tool measures all 9 magnetic field components",
for a number of frequencies ranging between 20 and
200 kHz. Processing of the multicomponent induction
log data is more difficult because of the more com-
plex response characteristics of the Hxx and Hyy data
(see companion paper). Therefore, we developed a
number of processing and inversion schemes to de-
rive horizontal and vertical resistivity (Rh, Rv) of the
formation. We first introduce a real-time processing
scheme that provides estimates of Rh and Rv during
logging. Then, we discuss data processing methods
that effectively reduce shoulder bed effects in the
data.

Real-time data processing, ROD

We developed a fast and yet robust inversion
scheme that matches the field data at each logging
point with synthetic responses of an anisotropic,
whole-space model. A regularized Marquardt-
Levenberg optimization (e.g., Lines and Treitel,
1984) is used to derive the optimum formation pa-
rameters. In this procedure we first calculate the syn-
thetic tool responses in an isotropic 1 Ohm-m whole-
space model, i.e., without boundaries in both hori-
zontal and vertical direction. Then, we compare the
synthetic whole-space responses with the measured
field data at each logging depth and adjust iteratively
the horizontal and vertical resistivities (Rh and Rv) to
match the synthetic responses with the measured field
responses in a least-square sense. This inversion pro-
cess is extremely fast because it only involves ana-
lytical solutions for the anisotropic whole-space re-
sponse and is executed in real-time during logging.

Figure 1 compares the real-time processing results
(3DEX, ROD) with more rigorous 1-D inversion re-
sults based on 3DEX data and 2-D inversion results
using HDIL data. The ROD results are not as detailed
as the 1-D inversion result, and only provide a fast-
look interpretation of the formation resistivities.
However, since these results are displayed during data
acquisition, they contain important information about
data quality. In addition, they give a first impression
about formation anisotropy in media without large
resistivity contrasts.

" The nine magnetic field components are Hxx, Hxy, Hxz,
Hyx, Hyy, Hyz, Hzx, Hzy, and Hzz. The first index indi-
cates the transmitter direction and the second index corre-
sponds to the receiver direction.
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The resistivities derived from whole-space inver-
sion and selected bed boundaries can then be inte-
grated to construct a layered 1-D initial earth model.
To further improve the whole-space inversion results,
we developed an efficient shoulder bed correction
scheme to correct the field data for shoulder bed ef-
fects (Kriegshduser et al., 2000b).

Shoulder Bed Corrections

Data from the multicomponent induction tool can
exhibit strong shoulder bed effects. In particular, the
horizontal magnetic field components show more
shoulder bed effects than the conventional vertical
magnetic field data. To improve interpretation of the
data, we developed an efficient shoulder bed correc-
tion scheme that removes shoulder effects from the
measured data (Gupta et al., 1998). These corrected
data are then used in the previously described whole-
space processing (Kriegshéuser et al., 2000b).

From the initial model, constructed with whole-
space inversion resistivities and bed boundaries, we
calculate shoulder bed corrections and remove these
from the field data. To do the shoulder bed correc-
tions, we first calculate the 1-D layered host forma-
tion synthetic response, Dipy.. Then, we calculate the
corresponding whole-space responses at each layer
using the horizontal and vertical resistivities of this
layer, Dyws. The difference between the 1-D layered
host response and the whole-space responses is the
shoulder bed effect ADgp,

Dleer - DWS = ADSB .

We then apply these corrections to the field data
in order to reduce the shoulder bed effects,

H _ADSB = HCOVV,SB .

meas meas

These shoulder bed corrected data are subse-
quently used in the whole-space inversion scheme.
The newly derived resistivities in both horizontal and
vertical directions are then used to refine both, the 1-
D layered earth model and the shoulder bed correc-
tions. The process comprising whole-space response
matching and refining shoulder bed corrections is
repeated until convergence is achieved. Figure 2
illustrates the shoulder bed correction scheme on field
data. After several iterations, the tool responses are
almost squared and the shoulder bed effects are sig-
nificantly reduced.

Dual frequency data transformation

The horizontal multicomponent magnetic components
Hxx and Hyy are also affected more severely by
borehole and near-zone effects compared to the stan-
dard induction tool responses, Hzz. This is caused by
the different current pattern of the horizontal trans-
mitter coils. The induced electric field component
normal to the borehole wall is discontinuous, result-
ing in a charge build-up that can distort the induced
current pattern and therefore, the measured signal.
However, Tabarovsky and Epov (1979) introduced a
very effective transformation of the single frequency
responses that removes borehole and near-zone ef-
fects in the data. This so-called dual frequency trans-
formation combines two single frequency data in the
following manner:

H(f, 1) =H(f1)—'fLH(f2). vireienennn(3)
2

H(f;) and H(f;) are the magnetic field single fre-
quency responses, respectively. This transformation is
most effective at lower frequencies and performs very
well for Hxx and Hyy. However, the signal-to-noise
ratio (S/N) of the dual frequency response is signifi-
cantly lower than the S/N of the single frequency
data.

Thin layer inversion scheme

The ‘thin layer’ inversion scheme developed by Yu et
al. (2001) combines single frequency Hzz data with
dual frequency Hxx and Hyy data to compute hori-
zontal and vertical resistivity of the formation.

The key elements of this inversion scheme are

»  Discretizing the formation into equally thick layers;

e Utilizing a 1-D forward modeling solution of a hori-
zontally layered formation to account for shoulder bed
effects;

»  Updating the horizontal and vertical resistivities based
on the difference between the synthetic data and the
measured data without calculation of a sensitivity ma-
trix;

e Sequentially using Hzz data and the sum of Hxx and
Hyy data, constrained by Moran and Gianzero’s equa-
tion (1979), to de-couple Rh and Rv in deviated wells;

»  Utilizing the dual frequency data to stabilize the in-
Verse process.

This scheme is extremely fast and provides very good

estimates of horizontal and vertical formation resis-

tivities because shoulder bed effects are accounted for
in the forward modeling solution of the inverse proc-
ess. Using dual frequency data allows reducing the
borehole effect in the data. It takes about 5 minutes to
process 1000 ft of data on a SUN"” ULTRAS5 work-
station. Figure 3 compares inverted horizontal and
vertical resistivities versus true values using synthetic
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data. There is an excellent recovery of the formation
parameters.

Pseudo 2-D inversion algorithm

An innovative and efficient pseudo 2-D inversion
scheme can further improve the interpretation based
on traditional 1-D inversion algorithms. The applica-
bility of this scheme is important in cases where
borehole and near-zone effects do not allow an inter-
pretation based on 1-D inversion. This can be the case
if either dual frequency data are not available due to
low signal level or dual frequency data still contain
borehole and near-zone effects. A rigorous 2-D inver-
sion scheme, however, is too time-consuming and
therefore, we developed a ‘pseudo 2-D’ inversion
scheme (P2D). This hybrid scheme combines an
accurate 2-D forward solution to compute the data
mismatch with an approximate 1-D Jacobian calcula-
tion to update the formation parameters. The main
features of the scheme are

¢ Construction of an initial synthetic 2-D model using a
priori information;

e Full 2-D forward solution of the synthetic model to
match field data;

e Approximation of the 2-D sensitivity matrix with a
sensitivity matrix of the corresponding 1-D horizon-
tally layered formation model;

¢ Formation parameter updating based on a fast Jacobian
matrix calculation of the corresponding 1-D layered
background model;

¢ Inversion slower than 1-D inversion but significantly
faster than full 2-D inversion;

e Accuracy comparable to full 2-D inversion;

These features allow a significant and an essential
improvement to the accuracy of conventional 1-D
inversion results in cases where borehole and near-
zone effects corrupt the multicomponent induction
log data with an acceptable compromise in speed and
performance (Kriegshauser et al., 2001). The increase
in speed compared to a full 2-D inversion scheme is
proportional to the number of parameters used in the
inversion. As an example, we compare in Figure 4 the
P2D inversion results and 1-D inversion results
against the true model. The improvement over the 1-
D case is significant, and the resistivities derived with
P2D are in excellent agreement with the true model.
We also applied this scheme to real field data and
found very good agreement of the P2D inversion
results with full 2-D inversion results.

Conclusions

The new multicomponent induction logging tool
acquires all data necessary to derive horizontal and
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vertical resistivity of the formation in vertical, devi-
ated and horizontal wells. The induction response of
the coplanar coils is complex and sometimes not
intuitive. Borehole and eccentricity effects can distort
the coplanar responses more than conventional coax-
ial induction coil responses. However, state-of-the-art
processing and inversion techniques are available to
either remove these effects or to include them in the
interpretation process of 3DEX induction log data.

References

Beard, D. R., van der Horst, M., Strack, K.-M., and
Tabarovsky, L. A., 1998, Electrical logging of a
laminated formation: International Patent WO
98/00733.

Gupta, P., Kriegshiuser, B., Jericevic, Z., and Fanini,
0., 1998, Method for inversion processing of
transverse electromagnetic induction well logging
measurements, United States Patent 5,854,991.

Kriegshduser, B., Fanini, O., Forgang, S., Itskovich,
G., Rabinovich, M., Tabarovsky, L., Yu, L., Epov,
M., and v. d. Horst, J.,, 2000, A new multi-
component induction logging tool to resolve ani-
sotropic formations, paper D in SPWLA 40" An-
nual Logging Symposium Transactions: Society of
Professional Well Log Analysts.

Kriegshiduser, B., Fanini, O., Gupta, P., Yu, L., and
van der Horst, J., 2000, Wellsite interpretation of
multicomponent induction log data: SPE 62906,
Transactions of ACTE 2000.

Kriegshéuser, B., McWilliams, S., Fanini, O., Yu, L.,
2001, An efficient and accurate pseudo 2-D inver-
sion scheme for multicomponent induction log
data, submitted to 71" Annual SEG meeting.

Mollison, R., Schoén, J., Fanini, O., Kriegshéuser, B.,
Meyer, H., and Gupta, P., 1999, A model for hy-
drocarbon saturation estimation from an orthogo-
nal tensor relationship in thinly laminated aniso-
tropic reservoirs: Trans. of the SPWLA 40th Ann.
Logging Symposium, paper OO.

Moran, J. H., and Gianzero, S., 1979, Effects of for-
mation anisotropy on resistivity-logging measure-
ments, Geophysics, 44, No. 7, 1266-1286.

Schon, J. H., Mollison, R. A., and Georgi, D. T.,
1999, Macroscopic electrical anisotropy of lami-
nated reservoirs: A tensor resistivity tensor model:
paper 56509, Trans. SPE ATCE.

Tabarovsky, L.A., and Epov, M.L.,, 1979, Geometric
and frequency focusing for investigation of aniso-
tropic layers, in Electromagnetic well logging,
Nauka, Siberian Division, Acad. Sci. USSR, No-
vosibirsk.

Yu, L., Kriegshduser, B., Fanini, O., and Xiao, J.,
2001, A fast inversion method for multicomponent



A1

Processing of Multicomponent Induction Log Data
induction log data, submitted to 71" Annual SEG

meeting.
Acknowledgments
Baker Atlas and Shell Technology EP jointly devel- Thin Layer Inversion Results
. . . . 0 |
oped the multicomponent induction logging tool. FEASEN — R e
. . . o = = Ry, true
The authors are indebted to Shell for permission to £ T |z ReTen
. . . .| v,
use their data for this paper. The authors would like 2 Lot
to thank B. Corley, M. Epov, A. Hérdt, P. Gupta, G. Relii==
. g1 . L
Itskovich, S. McWilliams, R. Mollison, and L. Ll
. . . = 40 o
Tabarovsky for valuable contributions during the £ e
. . . 2 )
development of the 3DEX processing and inversion 3 T
schemes. £ == —
§3 =
B =T
Horizontal Resistivity Vertical Resistivity Coefficient of Anisotropy
g ST =il ® T2
— 3DEX™, 1D | .
x20 | — HDIL, 2-D ! H =5 L
3DEX™, ROD B 7 TR |
x40 ] e
P [ L‘Jj e =, EL!
0 ]
= 10" 10’ 10t 10°
= x80 il 7 Resistivity (Ohm-m)
g 1 o J_"L"_—-
%00 3 ==
£ "I
= =
S0 7 . . . . .
‘ K < Figure 3: Thin layer inversion results applied to
x40 . .
‘ § ,E synthetic data. The algorithm successfully recovers
o & the true formation resisistivities.
x80
| 11 1
© 1? - o w010 19 . © 10 ° g ¢ Horizontal Resistivity Vertical Resistivity Resistivity Ratio
Resistivity (Q-m) Resistivity (Q-m) A=Rv/Rh 51 T Y — I T 5 — .
= True = True
. . . 1-D 1-D
Figure 1: Real-time processing results versus more D — P2D

o

rigorous 1-D inversion data.

Shoulder bed corrected vs. original responses

Hxx Hzz

1850 3 1850

,_‘
S
[

T
!

10

original

:|' corrected

original

Logging Depth

corrected

=

3
I
T
T

15
)

=

—

2

—
%i T
Z%} ‘ﬁ I H H H 20 ¥
1900 1900 —,
[ _
£ 2511 25 25
o
3
g
[=2]
g < 307177 0 T 2 307177‘ 0 PR 30
100 100 10 100 100 100 10 10 1385709
1950 1950! 7 Resistivity (Ohm-m) Resistivity (Ohm-m) Rv/Rh
<§ —
< ! Figure 4: Inversion results using a 1-D and the new
== R pseudo 2-D (P2D) scheme versus the true 2-D
‘ig model. The main improvement of P2D over 1-D is
2000 : 20007 in deriving Rv. The pseudo 2-D results compare
5 0 50 100 0 50 100 very well with the true model resistivities.
Apparent Conductivity (mS/m) Apparent Conductivity (mS/m)

Figure 2: Shoulder bed corrected versus original
field data for Hxx and Hzz, respectively. Removal of
the shoulder bed effect ‘squares’ the measured
curves.

135



Projeto de um sistema semi-automatizado de medidas de potencial elétrico natural ou

A1

7CISBGf/IPS2

induzido do solo para aplicagdes geoelétricas.

Francisco Y.Hiodo *, Nilton Silva *, Vagner R. Elis *, Luis Galhardo F° !, Jorge E. da Silva*

! Instituto de Astronomia, Geofisica e Ciéncias Atmosféricas da Universidade de Sdo Paulo

Email: francisc@iag.usp.br

Abstract

The devices were developed to realize
spontaneous and induce voltage measurement on the
ground. In both case we used a multiwire cable with
multiple voltage inputs along the length that becomes
possible to conect it in six stainless electrodes fixed in
the ground at same time. An automatic sequence
digital system controlled by pushbutton touch allows
to couple electrodes sequentially to a electronic DC
voltmeter with autozeroing circuit based in PID
servocontrol circuit. A 60 Hz notch filter and a roll-off
low pass filter with time constant of 1s are used to
minimize line and spheric noises. Electronic control
system becomes too possible to couple cable with
receiver datalogger of SYSCAL R-2 in dipole- dipole
sounding array.

Introducdo

Atualmente, as sondagens geoelétricas usando
corrente chaveada sdo intensivamente empregadas na
localizacdo de descontinuidades laterais e no
delineamento de camadas em subsuperficie. Elas
competem com os métodos eletromagnéticos, que
permitem levantamento mais rapido, mas ndo trazem
informagdes do teor de argila no solo. Os
caminhamentos cldssicos nos arranjos polo- dipolo,
dipolo- dipolo, operam com tensdes elevadas e
necessitam de varios cabos de conexdo, que podem
induzir a erros de posicionamento de eletrodos, durante
uma prospeccao mineral. Com o intuito de minimizar o
nimero de operagdes, i.¢, reduzir o risco de erros,
foram desenvolvidos ¢ montados um cabo flexivel com
multiplas entradas ao longo de seu comprimento e, um
circuito de comutagdo sequencial digital comandado
por interruptor de pressdo para medida de potencial
dos varios eletrodos, ndo polarizaveis ou de aco inox.
A saida deste circuito pode ser acoplada a um
milivoltimetro de 3 2 digitos dotado de circuito de
realimentagcdo negativa e filtros ativos para medida de
potencial espontdneo ou entdo, a um receptor
(datalogger) de um eletrorresistivimetro (p. ex. Syscal
R-2) de corrente chaveada, para medidas de potencial
induzido no solo.

Metodologia- Instrumentacéo
Nos trabalhos de caminhamento elétrico dipolo-
dipolo, os eletrodos de potencial (ou de corrente) sdo
conectados alternadamente ao longo de uma linha,
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necessitando, portanto, do apoio continuo de um
operador. Portanto torna-se um trabalho tedioso,
sujeito a eventuais erros.

Uma alternativa seria a confeccdo de um cabo
com multiplas entradas que permitiria conexao com os
eletrodos numa unica etapa. Portanto com o recurso do
cabo, o intercAmbio dos eletrodos deixaria de ser
manual, para ser feita através de comutadores
eletromecanicos (relés ou chaves analdgicas). Para
evitar possiveis erros de combinagdo de eletrodos, foi
adotado um circuito de comutagdo sequencial
comandado por légica digital. Na primeira etapa do
projeto, foi desenvolvido um cabo com 6 vias, para
investigagdo em 6 niveis de profundidade no arranjo
dipolo-dipolo ou entdo efetuar medidas sequenciais de
potencial em 6 pontos escolhidos.

O cabo multiplo de 10 mm de didmetro, possui
entradas a cada 10 metros, de cobre coberto com uma
pelicula de niquel que proporciona maior dureza e
protecdo contra oxidagdo. A cobertura de Ni confere
uma boa dureza, que permite o uso de conectores
jacaré para conexdo com os eletrodos de ago inox
cravados no solo.

No caso de investigagdo com tensdo DC, foi
desenvolvido um circuito de leitura de 3% digitos,
com resolucdo de 100 nV, dotado de circuito de
servocontrole PID (proporcional- integral-derivativo),
que permite o autozeramento do potencial de contacto
eletrodo- solo, por simples toque num interruptor de
pressdo. Como o circuito esta dotado de filtro rejeicao
de 60 Hz, e filtros passa- baixo ativos de frequencia
de corte minimo de 0,15 Hz, a constante de tempo
destes filtros é da ordem de 1,5 s. Para ter-se o valor
correto de tensdo, o tempo de medida deve ser da
ordem de 5 vezes o valor desta constante. No modo
manual, o zeramento torna-se extremamente moroso
devido ao valor desta constante de tempo. Com o
recurso do circuito de servo-realimentagdo, o tempo
de cancelamento do potencial eletroquimico (contacto
eletrodo-solo) ¢ da ordem de 5 s para uma deriva de 1
mV, em 15 minutos. Para facilidade de projeto, usou-
se somente circuitos analdgicos, no circuito de
amostragem e retengdo (sample and hold). Para ter- se
esta estabilidade temporal foi necessario usar- se anel
de guarda na entrada do integrador (memoria
analogica) para reduzir os efeitos de corrente de fuga.
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Descricdo dos circuitos

Para o comando sequencial dos eletrodos foi
desenvolvido um circuito digital descrito a seguir.

O circuito de chaveamento dos eletrodos fixados
no solo (Fig. 1) ¢ formado de um multivibrador
monestavel usando 2 portas NOR (CD4001) que evita
possiveis repiques da chave mecanica PULSO. A saida
deste pulsador ¢ aplicada na entrada CLK do circuito
Johnson ou contador em anel (CD 4017), responsavel
pelo modo sequencial dos eletrodos de medida de
potencial elétrico. As saidas sequenciais sdo aplicadas
nos transistores NPN, que excitam os relés,
responsaveis pela comutagdo, através do acionamento
da chave SP/DP (modo potencial espontaneo ou
dipolo-dipolo).

As medidas de potencial no modo DC sdo feitas
por um milivoltimetro desenvolvido no IAG, onde
foram usados capacitores de policarbonato de baixa
fuga, amplificadores operacionais BIFET quadruplos
de alto desempenho, baixo ruido e baixo consumo.
Para usar- se uma unica fonte de 9 V foi montado um
circuito que proporciona uma alimentacdo simétrica +
4,5V, suficiente para polarizar o0s circuitos
amplificadores e filtros ativos, que consomem 10 mA
no total.

Na Fig. 2, um resistor R de 500W ¢ inserido em
série com as resisténcias do solo (entre os 2 eletrodos
de medida) e do amplificador diferencial de entrada.
Nos extremos deste resistor estdo conectados as saidas
de 2 circuitos seguidores de tensdo, responsaveis pela
tensdo de cancelamento do potencial eletroquimico
eletrodo- solo. Esta tensdo de cancelamento poderia ser
aplicada diretamente no resistor de realimentacdo do
amplificador diferencial, que produziria o mesmo
efeito. Contudo esta configuragdo nao foi adotada para
ndo interferir na razdo de rejeicdo em modo comum
CMRR deste amplificador , que poderia afetar o ruido
de entrada do circuito.

Na saida do amplificador diferencial de ganho
unitario e impedéancia de entrada de 4 MW, estdo
conectados em sequéncia (cascata): um filtro rejeigao
centrado em 60 Hz, um filtro passa baixo de frequencia
de corte de 1,5 Hz e um filtro passa baixo roll-off com
frequencia de corte de 0,15 Hz, para redugdo do efeito
dos esféricos (micropulsagdes, correntes teluricas, etc)

A seguir, existe um circuito de agdo derivativa e

proporcional para linearizar a fun¢@o de transferéncia
total do elo de feedback, e introduzir um
amortecimento critico no estagio de autozeramento.
Este circuito de cancelamento ¢ introduzido
momentaneamente no elo de realimentagdo através de
interruptor S , que deve ser pressionado por 5
segundos, até a convergéncia para zero,. da tensdo de
saida do filtro roll-off. Uma vez zerado, a chave S é
liberada, estando o circuito pronto para medidas de

tensdo dos eletrodos de potencial, através de um
milivoltimetro DVM de 3 - digitos.

Operagéo no campo

Primeiramente sdo cravados os 2 eletrodos de
corrente e os eletrodos de medida de potencial, cujo
nimero depende da profundidade de investigacdo.
Este arranjo retilineo de eletrodos equidistantes ¢
orientado, de modo a cruzar transversalmente a
descontinuidade geoldgica de interesse. A seguir
conecta- se os eletrodos de corrente (ago inox) a fonte
e estende- se o cabo de multiplas entradas ao longo da
linha de eletrodos (aco inox) de medida do potencial
elétrico. Entdo estas entradas sdo conectadas aos
eletrodos de medida através de garras jacaré. Como
estas comutacdes sdo feitas sequencialmente por um
pequeno toque na chave S, a possibilidade de erro ¢
minimizada. Apés o término deste grupo de medidas,
o cabo ¢ facilmente arrastado de 10 metros, para uma
nova sequencia. Isto reduz o tempo total de um
levantamento geoelétrico, e diminui a possibilidade
de erros, nesta sequencia tediosa e cansativa de
medidas no campo.

Para medidas de potencial espontineo usando
eletrodos ndo polarizaveis de CuSQO,4, onde ndo ¢é
injetado corrente no solo, o procedimento ¢ idéntico,
bastando o acionamento da chave seletora.DP/SP, do
circuito comutador (Fig.1).

Comentarios

O sistema desenvolvido foi utilizado num
trabalho de delimitagdo do poluente churume num
lixdo ja desativado em Ribeirdo Preto, com sucesso.
O seu uso reduziu apreciavelmente o tempo de
trabalho de campo.

Nesta fase do projeto evitou-se o uso de
microcontroladores da familia do 82C51 ou PIC, ,
para facilitar sua execug¢do e solucionar um problema
urgente. Futuramente estes microcircuitos com
memorias RAM, EEPROM e Flash programados em
linguagem C serdo empregados para controle do
circuito contador em anel CD4017, e de um conversor
AD de 12 bits para conexdo com um notebook,
através de saida paralela da impressora.
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Recording Electroseismic signals in boreholes distant to the source

Paul Baggaley, Keele University, UK
Abstract

Electroseismic signals are recorded by antennas in
boreholes at distance from the seismic source
generating them. This is done in two different
settings with two different antenna types. This
allows us to see common factors between the two
data sets such as polarity reversals, consistency of
waveforms during experiments and amplitude
variations with resistivity.

Introduction

Electroseismic phenomena (also called
electrokinetic and seismoelectric) have been the
subject of a large number of papers since their
discovery over sixty years ago (Thompson 1936,
Ivanov 1939). In a saturated porous medium an
electric double layer forms at the interface between
solid and fluid. Seismic waves cause a relative
motion of the charges in the double layer creating
an electroseismic signal. At a boundary between
formations with different properties there is a non-
equilibrium between the free charges and the
seismic wave generates an electromagnetic wave
(Zhu et al 1999).

The theory behind electroseismic signals has been
advanced over recent years by Pride and Haartsen
(1996) and Haartsen and Pride (1997), who have
shown that these signals can be modelled
numerically. There have also been papers showing
the detection of electroseismic signals from
subsurface interfaces in the field (Mikhailov et al
(1997), Thompson and Gist (1993), Butler et al
(1996)). These field trials all relied on applying a
seismic source at the surface and detecting the
resulting electroseismic signal with dipole antennas
also at the surface.

More recently work has been carried out on
detecting electroseismic signals in boreholes.
Mikhailov (2000) studied electroseismic signals in
boreholes to locate and characterise fractured
permeable zones. This method involved hitting the
borehole collar with a sledgehammer, to act as a
source at the surface of the borehole being studied,
and using downhole electrodes as the receiving
antennas. Hunt and Worthington (2000) also
studied electroseismic signals in a borehole but
using a borehole hammer as a source which moved
down the borehole between shots with an electrode
pair a fixed distance below it so that there was a
constant source/receiver spacing. None of these
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studies tried to record electroseismic signals in
adjacent boreholes or tried to determine if some
signals in their data were from surrounding
boreholes.

In a similar way to these Mikhailov et al (2000)
and Hunt and Worthington (2000) our experiments
will use a Stoneley borehole wave to generate a
flow of pore fluid in a permeable formation around
a borehole. This movement of pore fluid will be
detected as an electroseismic signal by antennas in
an adjacent borehole. We will present data from
two sites with different geologies using slightly
different methodologies. The first setting is a
sandstone  series with matrix  dominated
permeability and some fracturing due to bedding
planes. Here we will use a downhole hammer the
same as Hunt and Worthington (2000). The second
setting is in marine metasediments formation where
the permeability is controlled by the fracturing
where we will use a sledgehammer at the surface
the same as Mikhailov et al.

Method

The experiments were carried out with slightly
different instrumentation and set-ups. This was
because of difficulties in finding sites with uncased
boreholes close enough together for our
experiments, so we used the best equipment
available to us at the time. The sites were all in the
UK, at Mansfield in Nottingham and Reskajeage in
Cornwall.

Mansfield

This site is on industrial land to the north east of a
disused coking plant, where until 1980 organic
solvents such as Phenyl and Ammonia were used to
clean the coal. Forty uncased boreholes were
drilled on this site to study the pollution plume
from the coking plant, which has now been treated
leaving the boreholes unused. The geology of this
site is a coarse grained Bunter sandstone with some
gravel beds. Although there is some fracturing due
to the bedding planes the hydrogeology of the site
is dominated by the permeability of the sandstone.
Detailed geological and geophysical logs were
taken some of which are shown here in figure 1.
These logs are from borehole into which we would
place the antenna.

In this experiment a Stoneley wave was generated
by using a downhole hammer in the same way as
Hunt and Worthington (2000). The downhole
hammer is a 75c¢m steel cylinder with a central steel
shaft attached to a nylon block. The shaft can slide
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freely through the steel tube and is operated by a
pull rope at the surface. The pressure pulse is
generated by the nylon block as it moves upwards
to strike the body of the tool. This generated a
pulse with a centre frequency of 100 Hz.
Throughout the experiment the downhole hammer
was suspended in the borehole fluid (water).

The vertical electrical field induced by the Stoneley
wave was detected by a string of electrode pair
antennas suspended in the borehole fluid in an
adjacent borehole 15.13m away from the borehole
containing the downhole hammer. The electrodes
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Figure 1 Geological and geophysical logs from
Mansfield.

were made of lead and approximately 6 cm long
with a 1 m spacing between electrodes in a pair.
The sampling frequency was 8 kHz and shots were
stacked sixty times with a one meter spacing
between shot points while the electrodes were left
in the same position throughout the whole
experiment.

Reskajeage

Reskajeage quarry in Cornwall was one of the test
sites also used by Hunt and Worthington (2000). It
was developed over twenty years ago for the study
of fluid flow in a fracture dominated environment
and a total of twenty four boreholes were drilled

over an area of approximately 600m’ with
geological and geophysical logs taken to
characterise the site. The geology is marine
metasediments of Devonian age locally known as
the Mylor Slates, which have angular fracture sets
as well as bed planar jointing. Figure 4 shows the
geological and resistivity logs for the borehole into
which we would put the antenna. These show that
although the hydrogeology may be dominated by
the fractures the resistivity of the formation is
controlled by the metasandstones while the
conductivity of the fluid remains almost constant
throughout the borehole.

In this experiment a Stoneley wave was generated
by using a sledgehammer to strike the ground next
to the collar of the borehole similar to that done by

Geology Resistivity
0
E
15 é
3
z
4
=
e
30 T
cJohm ?1200

unlaminated siltstone
sandstone

laminated siltstone

Figure 2 Geological and geophysical logs from
Reskajeage.

Mikhailov et al (2000). This generated a pulse with
a centre frequency of 240 Hz. The vertical
electrical field induced by the Stoneley wave was
detected by a single electrode dipole antenna
suspended in the borehole fluid. The electrodes
were made of copper and 3 m long with a 10 cm
spacing between them. The sampling frequency
was 32 kHz and shots were stacked ten times with
the electrode pair moved one meter further down
the borehole between stacks. After the survey was
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completed the shot point was then moved to the top
of an adjacent borehole 5 m away and the same
survey process repeated with the -electrodes
occupying the same positions as before.

Noise Reduction

As in all electroseismic field experiments the data
was dominated by electrical mains noise from
remote power lines. This noise was at 50 Hz and
removed using the sinusoid subtraction method
(Butler and Russell, 1993). In the raw data the
electrical noise had amplitudes of up to 2 mV/m
whereas the electrical field induced by the seismic
energy had amplitudes as low as 200 uV/m.

Results

The electroseismic data from Mansfield (fig 3)
shows three distinct peaks in the full waveform
data. All these peaks have the same arrival time at
all receivers and so have moved at electromagnetic
wave velocities rather than seismic wave velocities.
The waveforms varied only slightly with shot
position. The three main arrivals all always arrived
at the same times and the relative amplitudes all
remained the same.

e

—_ 7
Wza

A~
F 28

depth below surface

time ms
Figure 3 Electroseismic data from Mansfield.

The first peak starts to rise as soon as the hammer
is struck but this is definitely not crosstalk from the
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trigger cable. An accelerometer on the downhole
hammer acted as a trigger and its output was
recorded on a separate channel on the seismograph.
It showed different characteristics to the
electroseismic waveforms.

The second peak starts to arrive 12 ms
later which is the time it takes for the S waves to
travel between the borehole containing the source
to the borehole containing the receivers. There is a
third peak that starts to arrive 10 ms later still
which could possibly correspond to a number of
interfaces.

The results from Reskajeage with the
source at the top of the borehole containing the
receivers (figure 4) show two distinct types of
arrivals marked by the lines a —a’ and b —b’. The
amplitude of the signals increases with resistivity
and so is largest on the bottom trace where the
resistivity of the formation suddenly increases with
the change in lithology from siltstone to sandstone.

The second signal is much smaller than
the first and arrives at 2.5 ms on traces at 16, 17, 18
and 19 m, and also on traces 13 m and 14 m. These
are electroseismic signals that have travelled at
electromagnetic velocities but have been rapidly
attenuated.

————M_/\/\Mﬁ————f\“c 19

|
-1 0 1 2 3 4 ]
time \ns

Figure 4 Electroseismic data from Reskajeage.

depth below casing
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Discussion

The data from Mansfield and Reskajeage do not
initially appear to be very similar but they do share
three major characteristics. Firstly although the
recorded waveforms differ between the two sites
they are consistent throughout the respective data
sets. The difference between them is probably due
to the difference in the size of antenna used and
differences in geology. Secondly the signal has
undergone a 180° phase change on some traces as
can be seen in figure 3 at depths of 20 m and 28 m
for example. The reason for this is still unclear but
it is a repeatable and real effect, which seems
dependent on receiver position and is not affected
by the location of the seismic source. Thirdly the
amplitude of the electroseismic signals recorded
also varies with the position of the receiving
antenna. Comparing the peak amplitudes with the
resistivity logs shows that there is a correlation
between zones of high resistivity and high
electroseismic amplitude. This is to be expected as
these regions have fewest ions so when they are
disturbed by the seismic energy the ions that are
present can generate relatively large voltages.

Conclusion

This work from both sites shows that fractures can
generate electroseismic signals which can be
recorded in boreholes away from where the seismic
energy is located. These signals travel at very high
velocities and the waveform recorded depends on
the characteristics of the antenna as much as upon
the geology of the situation. The fact that the
highest amplitude signals are recorded in zones of
high resistivity allows us to selectively position the
antennas in future experiments to get the best
signal to noise ratio possible. This work was
carried out as a prelude to establishing a combined
electroseismic and microseismic monitoring
network around collapsing cavities. Using the
information from this work now allows us to
choose the most suitable type of antenna and best
position for that antenna.
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Resistivity imaging from MT and Seismic data in the Tucuman Plain, Argentina.
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Abstract

MT data along two traverses in the Tucuman Plain
were analyzed and it was found that basin sediments
are formed mainly by two layers. Then, seismic
reflection data coincident to the traverses have been
used to constrain the geometry between the basement
and the sedimentary rocks. The models obtained
from data inversion show a sharp resistivity contrast
at the interfaces.

Introduction

In 1990, a project to study sedimentary basins in the
Pampean Ranges (PR) was started in order to
determine their structure and thickness. The first stage
was performed in the Tucuméan Plain (TP), (at
approximately 27.5° S), within a geothermal region
bounded by the very high Aconquija Range to the
west and the much lower Guasayan Range to the east,
both of which are part of the Pampean Range (PR)
(Pomposiello, et al., 1991, 1994; Osella, et al., 1993).

From mid-October to early November, 1998, 18
wideband magnetotelluric (MT) sites were collected
along two east-west (E-W) traverses primarily in
Tucuman Province, but extending eastward into
Santiago del Estero Province (Fig. 1). The northern
traverse, called the 100 line, is 165 km long and
coincides with a series of industry seismic reflection
profiles re-processed to image structure to a depth of
almost 40 km (Cristallini,, 2000). The west end of the
MT traverse is close to the base of the Aconquija
Range and extends east across the Guasayan-Rosario
(G-R) Fault system. The southern traverse, called the
300 line, extends 80 km across a widespread,

Table 1. Stratigraphic scheme and aquifer features.

economically important, low-temperature (<60°C)
geothermal reservoir.

A previous analysis of this MT data was performed
in order to describe the sedimentary basin and to
define the permeable horizons hosting aquifers. Due
to the presence of a very conductive shallow
structure, the electromagnetic fields are very distorted
(Pomposiello et al., 2000).

In this paper we present a new interpretation using
seismic reflection data coincident to the profile
(Fig.1). The 2-D model was obtained using as
constrain the geometry of the interface between
Precambrian basement and sedimentary rocks. The
model shows at this interface a sharp resistivity
contrast.

Local geological setting

The Tucuméan Plain (TP) is at the northern end of the
PR, where the plate dip is steeping northward. In this
region both the subducted plate and overlying mantle
appear anomalous. In the southern part, the TP is
bordered by the Guasayan Range which reaches an
altitude of approximately 600 m. On the west, the TP
is bordered by the Aconquija Range, which has been
elevated more than 5 Km along an east-dipping high
angle thrust on its western side. Very little is known
in detail about the stratigraphy of the TP basin
because, with the exception of a single well in the
northeastem TP, no wells have penetrated the
Pliocene. Thus deeper stratigraphy must be inferred
from outcrops at the border of the basin and from
geophysical techniques. In Table 1 we present the
stratigraphic scheme and the aquifer features.

AGE LITOLOGY

THICKNESS | AQUIFERS

Siltloessic deposits.

HOLOCENE: Alluvial fans, eolic deposits, | 150 m
QUATERNARY |dunes, playa and recent deposits.
PLEISTOCE-NE: Loessic and

Aquifers have high
discharges and excellent

qualities for most
requirements

200 —400 m Aquifers have good quality
water.

TERTIARY

Aquifers have much higher
350 -700 m | water quality

although some salinity and
are artesian...

Aquifers have poor water
2500 m quality.
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Figure 1.Magnetotelluric (MT) sites along two east-west (E-W) traverses in Tucuman Province and extending
eastward into Santiago del Estero Province.
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Data acquisition and analysis
Data were collected using wideband MT receiver to 306 show 1-D behavior at periods shorter than 1
(EMI MT-24) in three bands to nominally cover 250 second and a consistent regional strike of N 20°W
to 0.001 Hz. Time series were recorded at three above 1 second, which rotates to 0° as the period
digitization rates: 960 Hz (medium (M) band); 60 Hz increases above 50 seconds. Thus these sites show a
(low (L) band); and 6.25 Hz (very-low (V) band). The 1-D surface structure, a shorter period strike
electrical field wires and 3-component magnetic coil dominated by the contact between the sedimentary
sensors were installed in geomagnetic coordinates, cover and the ridge to the west and a longer period
which in this region is almost identical to geographic strike dominated by the Guasayan Range Fault
coordinates. system.
MT impedance tensors and vertical to horizontal The upper-crustal structure along the 300 line is
magnetic field transfer functions were estimated in more complicated than the 100 line. At sites 300 and
the measurement coordinate system preliminary using 314, the impedance tensor decomposition shows
the robust code (EMTF) of Egbert and Booker that the electric field at these two sites is 100%
(1987). Impedance tensor decomposition (Smith, polarized for periods greater than 50 seconds (i.e.
1995) were employed to analyze MT data. its direction is independent of the source magnetic
For the 100 line, the coincidence of the apparent field). When this happens, normal MT interpretation
resisitivtiy and phase for both polarizations at periods breaks down. These two sites are within the active
shorter than 1 second suggests locally 1-dimensional geothermal field and the direction of the electric
(1-D) shallow structure at all sites. Impedance tensor field is sub-parallel to the Guasayadn Fault. The
decomposition at 1 second, confirms that there is no structure responsible for this extreme distortion is
preferred strike and that the electric field has, at most, probably the result of very shallow hydrothermal
a distortion that is isotropic. As the period increases, alteration, whose orientation is controlled by the
at all sites, there is a strike close to 0°. Guasayan Fault. We did not use periods greater than
For the 300 line, in the center of the valley, sites 310 50s at these two sites in subsequent 2-D inversions.
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Figure 2. Pseudosections for data measured at 100 and 300 lines, for TM mode.
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Since a single strike over the full band-width of our
data has to be an approximation, we adopted the
criterion that it is best to interpret only the TM mode
for data (Fig. 2) along profiles approximately normal
to strike. To apply the 2-D algorithm of Smith and
Booker (1991) we established a western boundary
condition, based on the presence of the resistive
Aconquija Range outcrops west out of our most
westerly sites, so to constrain the vertical structure we
consider that at 100 Km west 102 and 312 the
resitivity was 100 Ohm-m in the top 5 Km and 1000
Ohm-m below. The algorithm interpolates the log
resistivity between the most western site and this

constrain.

The result is that the very high conductivity of the TP
is rapidly terminated in the direction of the Aconquija
Range. Two additional constrains were used (at 102
to 120 and at 310 to 300 sites) considering the
seismic reflection (Fig. 3) corresponding to velocities
of about 1800 m/s and 2600 m/s, at the top and the
bottom of the Miocene Formation.

Periods from 0.05 to 100s were used in the inversion.
We set a floor to the data error of 10% (3.9 degrees in
phase) so with these increased errors, the TM
inversions converged easily to a normalized RMS of
1.0.

Figure 3.Resistivity models corresponding to 100 and 300 lines.
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Figure 4. Seismic reflection profiles used to constrain the MT model at coincident sites. The 2600 m/s velocity

interface is dashed.

Conclusions

Our result is that the Tucuman Plain (TP) basin
sediments can be divided into two main layers. The
lower, highly conductive zone can be identified with
the highly saline Miocene Calchaquense Unit, which
is observed to outcrop as the Guasayan Formation in
the Guasayan Range. Overlaying the saline Miocene
formations is the Pliocene Las Cafias (Araucanense
Unit) with resistivities ranging from 1 to 10 Ohm-m.
These will contain water of much better quality. Our
model do not shows any strong resistivity contrast in
the near-surface that could be used to distinguish the
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Scattering of Electromagnetic Plane Waves by a
Vertical Dike Under a Conductive Overburden:

Implications for GPR and TDEM
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Abstract

The expressions for the exact solution of the scat-
tering of a TE mode electromagnetic plane wave in
the time domain, by a vertical dike under a conduc-
tive horizontal layer, have been established. Inte-
gral representations composed of one-sided Fourier
transforms describe the scattered electric field com-
ponents in each one of the five media: air, overbur-
den, dike, and the country rocks on both sides of
the dike. The determination of the terms of the
series representing the spectral components of the
Fourier integrals requires the inversion of a sparse
matrix, and the method of successive approaches.
The zero-order term of the electric field has been
computed on models of vertical dike with overbur-
den, with different geometrical and electrical pa-
rameters. The results allow to determine the ap-
proximate variation of the TE mode electric field
above the overburden, along the direction perpen-
dicular to the strike of the dike. The results demon-
strate the efficiency of this forward electromag-
netic modeling, and are fundamental for the inter-
pretation of GPR (”Ground Probing Radar”) and
TDEM geophysical data.

Introduction

The investigation of the scattering of plane waves
by a lateral variation of the physical properties of
rocks is a fundamental question in applied geo-
physics. Sommerfeld (1896) and Wiener & Hopf
(1931) solved the scattering problem for the inter-
action between an electromagnetic plane wave and
a perfectly conductive half-plane.

Recently several numerical modeling algo-
rithms have been developed to investigate 2D and
3D scattering EM problems, in order to reduce
computation costs and to improve efficiency. Some
are flexible either because they employ non-uniform
sampling intervals or because evaluate the deriva-
tives with different degrees of precision. Others
may excite the system with different functions, re-
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strict the information at the boundaries, and so
on. All these approaches compromise, in a way or
other, the precision of the final result.

There are few options of the analytical solu-
tion for the problem of 2D EM scattering by an
Earth model. Sampaio and Fokkema (1992) es-
tablished such a solution in the frequency domain
for the case of a TE mode electromagnetic plane
wave interacting with an outcropping fault in the
the form of an infinite series. Sampaio and Popov
(1997) adapted this solution for the time domain,
and computed the field employing the zero-order
term of the series. Batista and Sampaio (1999) de-
veloped a similar analytical solution for the case of
vertical dike under a conductive overburden in the
frequency domain.

This paper presents and discusses the adapta-
tion of the work by Batista and Sampaio (1999) for
the time domain. Its objective is to provide analyti-
cal tools to test the numerical techniques of forward
and inverse modeling of 2D TE mode electromag-
netic scattering problems in the time domain. It
also aims to give means for a better interpretation
of: (i) Ground Probe Radar (GPR) data by im-
proving the models described in Seol et al. (2001)
and in Leparoux et al. (2001); and (ii) Time Do-
main Electromagnetic (TDEM) data by improving
the models described in Weidelt (1981) and in Song
and Lee (1998).

Formulation and solution of the
problem

An electromagnetic plane wave propagates in the
positive z direction, and impinges normally on the
interface between the air and the earth. It is scat-
tered by a geological structure constituted of a ver-
tical dike covered by a plane horizontal layer as
shown in Figure 1. The primary components of
the electric and the magnetic fields are horizon-
tal everywhere and orthogonal to each other. The
problem consists in solving the time domain wave
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equation in two dimensions in each medium:

(03 + 02 — 0npuo0s — 01100} Jen (@, 2,) = 0, (1)
where n = 0, 1, 2, 3, 4; po is the free-space mag-
netic permeability; €, is the dielectric permittivity
of each medium; o, is the electrical conductivity of
each medium; and e, (z, z,t) represents the y com-
ponent of electric field vector in the time domain.

ep(z,t)
= —20
PR R R T
| |
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Figure 1: Representation of the geometry of the
model, of the incident primary field in the time
domain, and of the electrical parameters in each
medium.

The solutions of the differential equation (1)
in medium 0 (z < 0), assume the following forms:
for z < —a,

€o2(z,2,t) = e{,(z,t) + e(}fz (2,t) + 632 (z,2,t); (2)
for —a < z < a,

eo3(z,z,t) = el(z,t) + c(}fg (2,t) + cfiS (z,2,t); (3)
for z > a,

€0,4(z,2,t) = cé(z,t) + c(IfA(z, t) + 05’4(30,,2, t). (4)

where, el(z,t) represents the incident electric field;
e(lfj (2,t), 7 = 2, 3, 4, represents the reflected
field; and e(‘?’j(m,z,t), 7 = 2,3,4, represents the
secondary scattered field. The subscripts j relate
to the halfspace z > h, respectively for medium 2,

3 and 4.

The incident field, e{(z,t), occurs only in free-
space (z < 0), and satisfies the one-dimensional
wave equation,

(ag - 50/«‘06?)6({(27 t) = 0? ('5)

and it is given by

ei(zt) = eolt) x 6(t—2). (6)

In (6), ¢ = (\/€opt0) " is the free-space veloc-
ity of the electromagnetic wave; and §(v) represents
the Dirac Delta function.

The reflected field, e(lfj(z,t), j = 2,3, 4,
above the surface of the Earth is computed by the
following formula,

1 e ri—1
egj(z, t)y = ;% (/ Eg(w)ﬁe
0 J

In (7), Eo(w) represents the amplitude of the
incident field; and r; is the ratio between the char-
acteristic admitance of the medium and the ap-
parent admitance at the surface of the Earth, ex-
pressed by,

iw(t+§)dw)_ (7)

.= k‘(] [k]_ + lﬁjtgh(’l/
7 Ka[kj + katgh(i

i1 h)]
i1h)]

The scattered field, ef ;(z,2,t), 7 = 2, 3, 4,
above the surface of the Earth is computed by the
following formula.

|

, 1 b o ,
eﬁj(m’z’ t) = %/ E()S:j(m,z7w) et dw. (8)

In (8), E(]S:j(z,z,w) represents the scattered
field in the frequency domain. Substituting the ex-
pressions of ES (Batista & Sampaio, 1999) in (8)
and making EO (w) = 1, we can express the scatt-
tered field in the time domaln as:

852 = 271'2 —R (/ ikoe™? Iz + I32) dw) ; (9)

—00

6(‘]973 = 2 2% (/ 'L'k‘()eiwt (I371 —_ I372) dw) ; (10)

4= 53 2%(/ iko

In Equations (9), (10) and (11), I, j, for n =
2, 3, 4 and 37 =1, 2, represent integrations of the
dummy vriable «a, expressed as follows:

Vol (2)2(—a—z)t+iaz

oo e~ —(%= —
Iy = bO/ a? — (2)2

e“"t (—.[4’1 — 1472) dw) . (11)

da;  (12)
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oo —y/a?—(%£)2(a—x)+iaz ‘
12,2 / (g)z da; (13)
oo —y/a?- (%) (ataz)+tiaz ‘
I3, = bo/ “ (= da;  (14)
0o \/az (2)2(a—z)+ioz
I35 = Co/ —(@y da;  (15)
oo —y/a?—(2)2(atz)+iaz
L=t | o (1)
oo e—\/m(—a+z)+iaz
Ly = Co/ (@2 da;  (17)

Those integrals are of the same type, and may
be generically represented by,

Y e ey M
I:/_oo & — (@) o, (18)
that has the following solution:
I—Zﬂ'/ H2 £2+z2)d£—z7rcc (19)
w

where HZ(v) is the Hankel function of the second
kind and zero order.

Applying the result of (19) in (12)-(17), and
substituting the value of y by the respective lin-
ear combinations of z and a, in eacha integral, e
performing some simple algebraic operations, one
determine the expressions that solve the improper
integrals,

—a—z _ §2+Zz
Iz’]_ = Zﬂ'bo - /
/ 62 +Z‘
C : 9z
_ _ezwz:| ;
w
Y . [t i VET
I, = imc — et d€
m 0 w . [e2 2
V& + 2
c z
w
9 in atz e_iﬁ €24 22
Is1 = imby [—4/— €+ —d¢
T 0 w 2 2
i V& +z
c .oz
+ _ ech] ;
w
2 i [OTT eTEVER
Iss = imc — et d€
@ 0 w 2 2
I cVE 2
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w
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(20)

2 i [OTT eTiTVEES
I471 = bg —\/— e+ ———d
T
I 0 w /€2 1 2
c z
+ 5]
. R
ILis = imecy |—4/— e+ d
™ 0 = /€2 4 22
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Substituting (20)-(25) in (9)-(11) and making
the necessary algebraic operations, we obtain the
expressions for the scattered electric field in the
time domain, above the surface of the Earth, z < 0.

Numerical Results

In order to show the validity and applicability of
the algebraic results, we computed the electric field
normalized by the minimum absolute value of the
magnetic field, |h,(z,t)|, at 2 = —9 m, of two mod-
els of a vertical dike respectively with conductivi-
ties o3 = 0,01 S/m (Figure 2) and o3 = 0,1 S/m
(Figure 3), with a width 2a = 20 m, imersed in a
country rock of conductivity o2 = o4 = 0,05 S/m,
and covered by an overburden with a conductivity
o1 = 0,001 S/m and thickness h = 30 m. Figures
(2) and (3) show the variation of the scattering of
the normalized electric field as a function of time
and horizontal distance (z axis). It is a straight-
forward matter to identify the center of the dike
and its contacts with the country rock by a visual
inspection. We also observe that the scattering be-
comes different of zero for values of time larger than
250 ns, as expected from the vertical distance be-
tween the observation point and the top of the dike.
We can also notice that the value of the field on the
central part is either larger or smaller than the sur-
roundings, respectively for a more resistive or more
conductive dike than the country rock.

Conclusion

We established the exact solution for the scatter-
ing of an electromagnetic plane wave, in the time
domain, by a vertical dike between two quarter-
spaces and covered by a horizontal layer. The time
domain algebraic expressions have been obtained
by an inverse Fourier transformation of the zero-
order solution in the frequency domain. The sec-
ondary fields have been determined by integration
of the Hankel function of second kind and zero or-
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Figure 2: 3D representation and contour curves of
the variation of the scattering of the electric field
as a function of time and horizontal distance at
z = —9m. o1 =0,0015/m, 62 = 04 = 0,05 S/m,
o3 = 0,01 S/m, 2a = 20 m and h = 30 m.

der. The computed data serves to ilustrate the be-
haviour of the secondary field above the surface of
the Earth and to demonstrate the efficiency and
good approximation of the zero-order expression in
the time domain. Those data may therefore be used
in the inverse modeling and subsequent interpreta-

tion of GPR (Ground Probing Radar) and TDEM
geophysical survey data.
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TEM SURVEY AT SERGIPE-ALAGOAS BASIN
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Introduction

Carbonates make up about 20% of the
sedimentary rocks record, but they account for more
than 50% of the world’s proven oil reserves (Palaz &
Marfut, 1997). Carbonates differ from dliciclasticsin
generation, geomorphology, and diagenesis, al of
which modify the mineralogy, porosity and
permeability so important to reservoir quality.

Recent discoveries of high porosity’s layers
in deeply seated carbonate sediments have pointed
out that deep hydrocarbon carbonate reservoirs are an
important Brazilian exploration frontier (Brunh,
1990). Among the most impressive deep reservoirsin
Brazil are the fields of Badejo, Pampo e Linguado at
Campos Basin (reservoir is located 2500-3100 m
depth - Lagoa Feia Formation), and Tubar?o at
Santos Basin (reservoir a 4600-4850 m depth -
GuarujAormation).

3D seismic surveys have been carried out
and a great number of deep wells have been drilled.
Despite the great amount of data, the effort is still
insufficient for a detailed evaluation of the
hydrocarbon potential of deep carbonate reservoirs.
One of the several reasons is that there are more than
30 basins to be explored, covering an area over
5,000,000 km?.

At Sergipe-Alagoas Basin, northeast Brazil
(Fig. 1), the onshore part there is a great number of
carbonates and siliciclagtics sediments outcrops.
Thereis also a great collection of boreholes, seismic
(2D & 3D), gravity and magnetic data.  As
conseguence, the basin has became a great |aboratory
for studies of the evolutionary processes of the
margin east Brazilian basins

The work presented here is pat of a
multidisciplinary project named "High resolution
stratigraphy applied to geometry and quality of
carbonate reservoirs', developed by FGEL/UERJ &
PETROBRAS (The Brazilian Oil Company). TEM
measurements were performed over an outcropping
zone of a carbonate section (Riachuelo Fm.) of
Sergipe-Alagoas Basin (Fig. 1). The Riachudo
Formation is correlated to the carbonate reservoirs of
Santos and Campos Basin and deep prospects at
Espirito  Santo/Cumuruxatiba, Barreirinhas and
Potiguar Basins (Mendes, 1994).

The objective of the project is to integrate
geological and geophysical data (borehole, 2D
seismics and EM) to unveil the geometry,
dtratigraphy and the depositional settings of the
carbonate bodies of Sergipe-Alagoas Basin. The final
model is expected to be exported to other Brazilian
basins.

152

TEM Survey

We collected 49 SIROTEM-MK3 100 and
50m side single loop stations at four NW striking
profiles and in-between. Some of the stations were
collected at known ail fields. Figure 1 shows the
location of the sites superimposed to a simplified
geological map.The sites were preferably collected
nearby the outcrops of Riachuelo Formation and
boreholes with resistivity logs. The dataset was
primarily processed using the software TEMIXXL.
Figure 2 shows apparent resistivity pseudosection for
two profiles from the northern part of the studied
area. Both profile crosses known ail fields.

The objective is to determine de geometry of
shallow carbonates that cannot be achieved by
seismic interpretation. For example we show in
Figure 3 atypical Dip seismic profile of the basin. As
can be seen, we only have interpretable data after
0.1s.

1D I nversions

In order to have a more detailed picture of
the resigtivity distribution of the subsurface 1D
Occam’s smooth inversion was applied to all dataset.
The inversion parameter used were 15 layers and a
maximum of 20 iteration. Inversion was stopped
with an error lesser than 1%.

The inverted model and fitting for 2 gations
of profile P1 is shown in Fig. 4. Ascan be seen in
the given example all sites had a very good fitting,
indicating a 1D earth. This is corroborated by the
outcrops and by seismics (Fig. 3).

Interpretation and Considerations

In order to use the inverted modes to
produce aregional picture, we assembled together all
1D Occam’s inversion along both profiles. Such
procedure allowed us to infer any latera continuity
that may exist among the inverted modes. This
produces the continuity sections showed in Figure 5.

Both profiles shows very similar features
indicating the continuity of the sedimentary units
along the studied area. With the TEM dataset it is
possible to map 3 main geoelectric units, aresistor on
the top (carbonates), followed by a conductor (shal€)
and by aresistor (carbonate).

It'sinteresting to note that stations located at
known oil fields presents low resistivity zone at
depth, for example sites 7 and 9 at profile P1; and
sites 16 and 15 at profile P2. Others sites not shown
here and located a known oil fields exhibits the
same behavior. Several authors correlates



conductivity anomalies to alteration plumes of
hydrocarbon (Smith & Rowe, 1997). Taking into
account our results, EM technique can be used as an
effective prospecting tool at Sergipe-Alagoas Basin.

Future work evolves the correlation of our
resultswith borehole, seismic and potential field data,
not shown here because they are ill confidential
data, but soon will be released. The whole dataset
will be integrated in GOCAD platform to generate a
fina model for the albian carbonate section.
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Figure 1 - TEM stations superimposed to the simplified geological map of the

studied area.
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Figure 3 - Seismic Section S1 (see Fig. 1 for localization). No interpretable data until 0.1 s. (Mendes 1994)
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Abstract

We present the numerical solution of the model of
an infinite fault for the TE mode using the finite
elements method to investigate the effect of the air in
the TE solution. We compare our solution for the
normalized electric field with one approximated
analytic solution, which neglects the effect of the air,
and with another exact semi-analytic solution. The
latter comparison shows a difference that cannot be
explained by numerical errors. Examining the effect
of the air on apparent resistivity, we compare three
profiles of apparent resistivity obtained with our FE
solution with the profiles obtained using the
approximated solution. The discrepancy between the
apparent resistivities shows to be small, figuring in
the range of the instrumental field error.

Introduction

Due to its importance in studying large geological
features, the magnetotelluric method has been widely
employed since the thirtys. This usefulness yielded
the interest in obtaining mathematical descriptions of
its models. For the simple 2D models as a fault has
been presented several analytic solutions. However,
when the geometry of the model becomes more
complex, the solution must be numerical. On the
other hand, to guarantee the reliability of the
numerical solutions, we need to make calibration
comparisons with known analytic solutions.

Cagniard (1953) introduced the basic one-
dimensional model of plane waves scattering at the
air-earth interface. Relaying on this model where
presented analytic solutions for several bi-
dimensional models, which we can classify into
transverse-magnetic (TM) mode and transverse-
electric (TE) mode models. The case of magnetic
polarization (TM mode) happens when the magnetic
field is parallel to the axis of the structure.
D Erceville & Kunetz (1962) presented the analytical
solution for a fault with a substratum of infinite
resistivity and of infinite conductivity. The case of
electric polarization (TE mode), where the electric
field is parallel to the axis of the structure, is a
problem of greater mathematical complexity, because
of the propagation of the secondary electric field
created by the discontinuity through the air. Weaver
(1963) proposed an approximated analytic solution
for the model of an infinite fault, neglecting the effect
of the air. Sampaio (1983) proposed an exact semi-
analytic solution for the same case. Numerical

solutions have been proposed by Hohmann (1971),
using integral equations, by Jones & Price (1972),
using finite differences and by Rijo (1977) using the
finite elements method.

In this work we present the numerical solution of
the model of an infinite fault for the TE mode using
the finite elements method, to investigate the effect of
the air in the TE solution. Comparing our solution for
the normalized electric field with the solutions
presented by Weaver (op. cit.) and Sampaio (op. cit.)
we note, besides the expected difference to the
approximated Weaver solution, a difference to the
Sampaio solution that cannot be explained by
numerical errors. To examine the effect of the air on
apparent resistivity, we compared three profiles of
apparent resistivity obtained with our FE solution
with the profiles obtained using the Weaver solution.
In this case, the discrepancy between the solutions is
much smaller then the discrepancy of the E, solutions.

po=co

a) TM mode

Ex Hx
Hy Ey
E; H;

Figure 1 — Model of an infinite fault a) TM mode b)TE mode

b) TE mode

FE algorithm calibration with TM mode

The calibrations of our finite elements algorithm
were made with the model of a infinite fault in TM
mode shown in Figure la. We used FE formulation
via Galerkin's method to solve the Helmholtz
equation

oH oH
ox ox H 0z 0z Y
We applied the FE algorithm to solve the problem

using two different approaches: for the total magnetic
field and for the secondary magnetic field.
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For comparison we used the horizontal component of
the electric field, obtained through the numerical
differentiation of the expression E =—p 0H, | because
. oz

it varies over the plane z=0 of the fault, being
discontinuous at x=0 and thus very sensible for all
kind of errors. Both approaches led to the same
results and the final comparison was made with the
analytic solution using the method proposed by
D'Erceville & Kunetz (op. cit.), yielding perfect
agreement, as shown in Figure 2.
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Figure 2 — Normalized electric field over an infinite fault in TM
mode a) Real part b) Imaginary part

The TE mode

Both from the analytical and from the numerical
point of view the TE mode, shown in Figure 1b,
represents a mathematically more complex problem
than the TM mode, since the E, component to be
found is no longer constant at the plane z=0 like the
H, component in the TM mode. This phenomena we
can call the “effect of the air”, because it represents
the propagation through the air of the secondary
electric field created by the discontinuity. Thus, we
can no longer set the boundary with the Neumann
condition at z=0. It is necessary to include the air in
our FE mesh, and to set the boundary condition on a
plane z=h above the air/earth interface, with h
sufficiently big to guarantee that there are no more
effects of the secondary electric field. Again, we used
the two FE approaches of total and secondary field,
this time to solve the Helmholtz equation:

0°E, 0°E,
+
ox>  0z°
The total electric field approach works without
sources and its boundary conditions are:

2 —
+k?H, =0
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i) E=0atz= o

i) E,= E¢ exp(-ikiz) at x= -0 (j=1) and x=c0 (j=2)
and z >= 0, where Eo' = wyHolk

i) E,= EJ (1-ikjz) at x= -co (j=1) and x=co (j=2) and
2 <0, where E¢' = wyHo/k;

iv) E,)= Ey - iwopHo h, where Eq= .5 X/Xmax (Eo>Eo")
+ .5 (Eo™-Eqb), Xmax the value assumed for x= « and
h the value of z assumed for z=-co.

The secondary electrical field approach assumes the
primary field Eyp’1 for the entire terrain and uses the
same as source. The boundary conditions are:

i) ES=0at z=coand at x= - co.
i) E;’= E? - E”! at x= o,
iii) E,’= E; - By at 2= -co.

The total electric field is obtained summing the
primary field to the secondary field obtained by FE.

Again, both approaches led to the same results.
An additional care to guarantee the reliability of our
solution was to test different kind of meshes,
including a fine sparsely equal-spaced mesh.

The apparent resistivity was found computing first
numerically the expression _ 1 0E, and than

om0t

X

2

E

Y

H

X

1

Pa=——
wy

Results for the normalized electric field

To comprise a wide range of frequencies and metric
dimensions we calculated our solution for the
normalized electric field, i. e., Ey,om= Ey |K2|/(wtd)
and plotted it as a function of the induction number,
6= sqrt(cwua)x. The resistivity contrast is denoted by
R= pi/p, = 0,/0:. We considered three cases, R= 2,
R= 10 and R=50. The real and the imaginary parts of
the normalized electric field for this cases are shown
in Figures 3 to 8, where we compare our FE solution
with the Weaver solution, which neglects the effect of
the air, with the Sampaio solution as presented in his
work (Sampaio 1985), which is an exact semi-
analytic solution of the problem and with the case of
an earth as an homogeneous layer of conductivity o;.
In all cases we observe differences of magnitudes far
greater than the monitored numerical errors of the FE
method. The tendency of the midpoint as a point of
inflection with small inclination of our FE solution
seems to follow the Weaver solution rather than the
Sampaio solution. Also we observe that the
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Figure 7 — Real part of electric field in TE mode for R = 50

discrepancy between the solutions seems to increase
with the increase of R.

Results for Apparent Resistivity

The Figures 9 to 11 show three profiles of apparent
resistivity, calculated for the frequency of 100 Hz,
using the Weaver solution and our FE solution, again
for the resistivity contrasts of 2, 10
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Figure 4 — Imaginary part of the electric field in TE mode for R =2
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Figure 6 — Imaginary part of electric field in TE mode for R = 10
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Figure 8 — Imaginary part of electric field in TE mode for R = 50

and 50. The discrepancy between the solutions is
smaller then the discrepancy of the E, solutions, due
to the intrinsic smoothing effect of the apparent
resistivity function. The magnitude of the discrepancy
is very small for small resistivity contrast and
increasing for increasing R. In all cases, the
discrepancy is smaller than the instrumental field
error.
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Conclusions

We presented the numerical solution of the model
of an infinite fault for the TE mode using the finite
elements method. The comparison of our solution for
the normalized electric field with the solution
presented by Weaver showed an expected difference
because of the effect of the air, which was neglected
by Weaver. However, the difference between our
solution and the semi-analytic solution given by
Sampaio cannot be explained by numerical errors.

To examine the effect of the air on apparent
resistivity we compared three profiles of apparent
resistivity obtained with our FE solution with the
profiles obtained using the Weaver solution,
obtaining a very small discrepancy between the
solutions, smaller than the instrumental field error.
This suggests that, in praxis, the Weaver solution is a
good approximation for geophysical prospecting.
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Abstract

In past years telluric measurements have been used on
sedimentary basins to explore lateral variation of
electrical resistivity. Magnetotellurics is currently
used in investigation both, vertical and lateral
changs in electrical conductivity of earth subsurface.
This paer concerns the application of both methods
to the study of a graben in NE Portugal and shows
that the complementary of the methods can be used in
order to nfer information concerning the three-
dimensgonality of geological structures.

Introduction

Barros ¢ al., 1995, 1998; Monteiro Santos et al.
1995, 1996, 2001; Marques et al., 2000). The results
obtainedindicated that, although the chemical and
isatopic composition of Vilarelho da Raia cold waters
is similar to Chaves hot waters, they have different
rechargeareas. The lower temperature (17°C) and
flow rate (2.5 I/min) of the Vilarelho da Raia springs,
together with the lower tritium activity, pointed to a
longer circulation time from the recharge area to the
surface (Marques et al., 2000).

Due to the commercial interest of the Vilarelho
da Raia spng, some geophysical experiments were
designed to draw the main local geological features.

Geophysial investigations included the application
nf slectromannetic SP  telliiric and mannetateal|yric
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waters #ong the megalineament of Verin-Chaves-
Penaova (NE Portugal, Figure 1). Several geophysi-
cal and geochemical studies have been carried out in
order to characterise the recharge areas, depth and
shallow water paths and water residence time (Aires-

structure of the graben in the Vilarelho da Raia area,
are presented. The paper shows the complementary
aspects of those techniques in geological studies.
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Figure 2 — Magnetotel luric data (symbols) and model re-
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Geological sketch

The Vilarelho da Raia - Chaves region (Figure 1) is
part of a major hydrogeological province where the
upflow of thermomineral waters are structurally con-
trolled by the fault systems associated with the NNE-
SSW megafault extending from Verin (Spain) to
Penacova (centrd Portugal). The geomorphology of
that province is dominated by several tectonic depres-
sions. The “Chaves basin” and “Vilarelho da Raia
basin” are grabens whose axes are roughly oriented
NNE-SSW. They are bounded at the east side by the
edge of Padrela Mountain showing an escarpment
with @400 m throw in Chavesregion. In the NW part
of Vilarelho da Raia area, the geomorphology is con-
trolled by the Larouco Mountain (1500 m asl.)
whose edge is oriented NNE-SSW.

Theregion is located in the Ante-Mesozoic | be-
rian Massif that consists mainly of Hercynian granites
and Palaeozoic metasediments (Portugal Ferreira et
a., 1992. The oldest formations correspond to the
Schisto-Graywacke Complex (Ante-Ordovician). At
Ordovician and Silurian times quartzites and schists
were formed, being metamorphosed at the end of
Palaeozoic by the Hercynian granitic intrusions. The
Vilarelho da Raia and Chaves granites have been
classified into the akaine granites of the 3" Hercyn-
ian phase (310 My). The Silurian metamorphic for-
mations have been recognised in both easternwards
and westernwards sides of the Chaves basin. The
most recent formations are Miocene-Pleistocene
sedimentary series (lacustrine, aluvial, detritic, etc.).
These formations show variable thickness aong the
basins. Alpine Orogeny originated Extensive neo-
tectonic features. These events were responsible for
the formation of several low-entalphy hydrothermal
fields.

Magnetotelluric and telluric surveys

Six magnetotelluric (MT) soundings were carried out
across the graben in order to characterise the distribu-
tion of the dectrica resistivity in depth. Data were
acquired in the frequency range from 180 to 0.01 Hz.
The measurement directions of the horizontal mag-
netic and electric fields were N26E and N116E, in
accordance with the direction of the main tectonics
structures at surface.

The data have been processed by a robust
method (Chave and Thomson, 1989). Figure 2 shows
data acquired at three sites. The scattering in the ap-
parent resigivities due to the static shift was small
(less than a decade) and for this reason the static-shift
correction was not considered. Therefore, only the
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uppermost part of the crust (3 km) has been investi-
gated.

The telluric method was intensively used in the
study of sedimentary structures several years ago (see
e.g. Yungul, 1977). However, the use of the method
has decreased in the last years. Although based on the
same theory, the magnetotelluric and telluric methods
are used to solve different kinds of exploration prob-
lems: the telluric method is mainly a lateral explora-
tion tool and the MT is a vertica exploration tool.
Practical and theoretical aspects of the telluric method
have been studied by several authors (see Yungd,
1977 and references therein). In this method two
orthogona components of the electric field are meas-
ured simultaneoudly at two separated sites: at the base
station (B) and at the field gtation (F). It is assumed
that the components of the dectric field a the two
sitesarelinearly related:

EF=TE® 1)

The elements of the matrix T (transfer function) are
constants depending only on the direction of the
measurements and subsurface structure. The Jacobian
J of the transfer function is the magnitude used in the
telluric method. Several methods are described in the
literature to calculate J values. In this study we have
used least square techniques to estimate J.

Figure 1 shows the location of the tdluric sta-
tions used in this sudy. Shown in Figure 3 is the
telluric anomaly obtained aong the profile. The rise
in J at the centra part of the profile (stes4 and 5) is
believed to be due to rising basement.

Za Yo %
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P
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Telluric sites

Figure 3—Telluric data (cross) and model response (tri-
angle).

Two-dimensional interpretation

Two-dimensional inversion of the MT data was un-
dertaken using the program of Mackie et a. (1997).
The inversion was carried out on both TE and TM
modes jointly. Figure 4 (upper) presents the obtained
moded. The data fit for al sites is quite good (see
Figure 2). The find rms is 5.6. The modd displays
the general pattern of the sedimentary filling (resis-

tivity ranging from 10 to 250 ohm m), in the area of
the profile, with a more conductive (resistivity <100
ohm m) structure benesth sites 4 and 5. The granitic
bedrock (1000 ohm m) is also well displayed in the
model, rising in the western part of the profile, be-
neath sites 2 and 3.

The telluric anomay was modelled assuming a
two-dimensional approach with strike perpendicular
to the teluric profile. In this case J is equa to the
ratio of the electric field along the profile (TM mode
in MT modelling) at field siteto that at base site. The
value of J at site 4 is close to the unit, revealing that
the geodlectrical sructure at this site is similar to that
one at B site. Therefore, site 4 was taken as base site
in the modelling procedure. Figure 4 (bottom) shows
the moded obtained by trial-and-error technique. The
data fit (Figure 3) is perfectly acceptable. The mode
displays the basement structure in the zone of the
profile. Geological logs carried out in two boreholes
made in the vicinity of the water springs (Figure 1)
confirm the bedrock risng observed beneath sites 4
and 5.
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Figure 4 — Magnetote luric (A) and telluric (B) models
obtained by inversion and modelling, respectively.

Conclusions

Two-dimensional inversion of six MT soundngs and
two-dimensional modelling of seven telluric sound-
ings carried out across the Vilarelho da Raia graben
(NE Portugal) dlow the charaterisation of the eectri-
cal behaviour of shalow structures. The sedimentary
filling of the basin, with a maximum thickness of 1
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km, was found to be conductive due to the clay and
water presence. The faulted bedrock has been re-
vealed as having a strong topography probably origi-
nated by vertical movements of blocks during Alpine
Orogeny.

Finally, this work shows that the combination of
the magnetotelluric and telluric surveys can be useful
in the reconnaissance of the three-dimensionality
inherited to tectonic graben structures.
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Two-step inversion scheme for complex magnetotelluric apparent resistivity data
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Summary

Interpretation of magnetotelluric data under the assump-
tion of isotropic and one-dimensional structures is a valu-
able procedure for exploration and solid earth geophysics
investigation. Because its interpretation requires an effi-
cient inverse modeling, we propose and evaluate an inver-
sion code, which consists of two steps. Both steps employ
jointly the modulus and the phase of the apparent resis-
tivity function. The first one consists of the use of the as-
ymptotic Bostick-Niblett approach. The second employs
the result of the inversion obtained in the first step as a
starting model to apply an extension to complex valued
data of the linearized inversion with a multiple reweighted
least-squares method. We applied the analysis both to
synthetic data and to field data from the Parand Basin
in Brazil. The results show that the inversion procedure
presents a faster convergence without loss of accuracy,
increases the resolving power of the MT technique, and
may improve its capability to delineate deep conductors.
Therefore a reasonable interpretation of the data employ-
ing one-dimensional model can be achieved even in the
presence of relatively noisy data, and under conditions
that slightly violate the premise of lateral homogeneity.

Introduction

The magnetotelluric method MT is an electromagnetic
method of natural sources proposed both by Tikhonov
(1950) and Cagniard (1953). MT aims to determine
the spatial distribution of the electrical conductivity of
the earth, specially to delineate deep conductive targets,
based on the measurement of the natural electromagnetic
field. As such, its interpretation represents an important
application for both deep strata geological mapping and
geophysical exploration. Though simple, the adoption of
a layered isotropic medium to represent the subsurface
is quite often justifiable (Whittall and Oldenburg 1992).
Therefore 1D inversion is a common procedure and quite
frequently gives useful results for the interpretation of MT
data.

In this paper we propose the analysis of MT data, un-
der the assumption of an 1D condition, jointly employing
the modulus and the phase, in two steps. The first step
consists of the use of the asymptotic Bostick-Niblett ap-
proach, following the procedure developed by Ramos and
Sampaio (1993). The second step employs the result of
the inversion obtained in the first step as a starting model,
to apply an extension to complex data of the linearized in-
version with a multiple reweighted least-squares (MRLS)
method proposed by Porsani et al (2001).

The MRLS method already proved to be effective for the

163

inversion of real VES data. Here we analyse its effective-
ness for the inversion of complex MT synthetic and field
data. We also investigate if the joint inversion employ-
ing the complex valued data may increase the resolving
power of the MT technique and improve its capability to
delineate deep conductors. As a case history example,
we have successfully applied this two-step inversion tech-
nique for the interpretation of MT data from the Parana
Basin, Southern Brazil.

Methodology

The Magnetotelluric Method

From the measurement of the horizontal and mutually
orthogonal components of the electric (Eg1 or Ey;) and
the magnetic (Hy, or Hi) fields at the surface of the
earth (top of the first layer) for several values of frequency,
we can compute the variation of the electromagnetic im-
pedance on the surface of the earth as a function of fre-
quency employing the following equation:

Ewl Z" _ Eyl
H y or yzl — — 77
yl

’
H.'El

Zay1 = (1)
where: 1 refers to the first layer, and z, y refer to two mu-
tually orthogonal horizontal directions. . For the present
analysis of 1D earth we will express the electromagnetic
impedance on the top of the nth layer as Zn. On the
other hand the intrinsic impedance of the nth layer is
given by Z, = “;’:L“, where: w = 27 f, f being the fre-
quency in hewig;the magnetic permeabpility, and

is the wave number of the nth layer. For an earth consti-
tuted df homogeneous and isotropic layers the surface
impedances are given by

R Z24Z 1 tanh(iri h )
Z = In — ,
Zl —|— Zz tanh(i K1 hl)
2, = g, ZwatZutenhlicnha) oy
Zn + Zny1 tanh(ikn hy)
In = Zn (2)

where h,, is the thickness of the nth layer.
Let us define a complex apparent resistivity function of

frequencp, = |pale’®®, such that:

™

1 a
|pa| = m|21|2 and (,ba. =A (,bl - 57 (3)

where: A¢; is the phase difference between the electric
and the magnetic fields on thegurface; both , and A,
are given in radiaps, and . is given in ochm.m.
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From the knowledge of the electromagnetic impedance on
the surface we can search the distribution of the electrical
resistivity of the subsurface employing the concept of an
apparent resistivity function. Since this function contains
information of both the modulus and the phase it can be
employed for a joint inversion of MT data.

The Bostick-Niblett Inversion

Niblett and Sayn-Wittgenstein (1960) and Bostick (1977)
independently proposed an asymptotic method for the
inversion of 1D MT data. Ramos and Sampaio (1993)
analysed both techniques thoroughly and showed that
they are equivalent. According to the Bostick-Niblett in-
version, given |p.| and ¢. as a function of the period
T =1/f, we can obtain a distribution of the resistivity p
with depth D, such that:

14+ m(T)

D= . 4
355.88 1= m(T)’ (4

lpalT,  pn(D) = |pal

m(T) = %LPT“)D, pB(D) = |pal (2; - 1) . (5)

In those equations pn and pp are respectively the Niblett
and the Bostick distribution of the resistivity with depth
and are given in chm.m, T is given in seconds, D is given
in meters. Figure 2 displays the modulus of the apparent
resistivity as a function of the period for two orthogonal
directions. The logarithmic mean of the apparent resis-
tivity data have been smoothed to produce, via Equa-
tion 5, the Bostick distribution curve shown in Figure 4.
Subsequently the Bostick derivative distribution shown in
Figure 5 has been computed. The derivative curve gives
an estimate of the position of the geo-electric boundaries.
The result of this inversion yielded 8 geo-electric layers.
The eight resistivities and seven thicknesses obtained have
been used as a starting model for the subsequent interpre-
tation employing the MRLS method proposed by Porsani
et al (2001).

vector of the data deviation whose elements are calcu-
lated with equation (6) for s;,i = 1,---, M, and Wpgy
is a weighting diagonal matrix whose elements may be
computed as,

Ry = BlAd(my, Si]ﬁ_lAd(mk, i) . (8)

We note that f'(m, s, 8) in equation (7) is a linear function
of Am, and a solution can be obtained by solving the
complex linear system of equation in the LS sense,

(ngGk)Amk = fﬁk . (9)

For any value of 8 (8 # 0) the LS solution can be obtained
and the expression for updating the current model may
be written,

Mgy = Mg + (GEWé{kWﬁeka)_leHWé{kfﬁk . (10)
The LS approach based on equation (10) can be seen as
an iterative procedure where the row ¢ of the sensitiv-
ity matrix is weighted by the factor *wi; (eq. 8) which
i1s a function of the deviation between the observed re-
sistivity values and the ones computed from the current
model my. A similar equation was derived by Scales and
Gersztenkorn (1988) for the LS method by using L? norm.
Equation (10) gives the solution of the inverse problem for
a specific value of 8. The concept of a multiple reweighted
least-squares approach can be employed by using a speci-
fied range of 8 values. Employing K different values for 8
in each iteration and solving equation (10) K times, K dif-
ferent possibilities for updating the current model can be
obtained. By evaluating the fitness value for each candi-
date model we can select as current model the one which
presents the best performance. The steps of the MRLS
algorithm used in the numerical examples are presented
in Porsani et al (2001).

Numerical Results

The synthetic model represents a 5-layer medium with the

Multiple reweighted least-squares method (MRLS) following parameters: p; = 200 ohm.m, p» = 20 ohm.m,

Let us write the deviations between the complex observed
and the complex computed data in terms of an exponent
dependence,

f(m, s,8) = [Ad(m, )] = [(pe(s) — pe(m, s))]" . (6)

where p.(s) and p.(m, s) represent the complex observed
data and the complex calculated data. We now quasi-
linearize f(m,s,3) = f(m, s, 8) by expanding in a Taylor
series about the current model, mg, and retaining only
the first derivative term. By using vector and matrix

notation the resulting equation can be represented as,
f(m,s, 8) = f(m,s, 8) = fsx — WpGrAm, (7)

where Gj is the sensitivity matrix, Am = m — mg is
the parameter vector correction, fgr = f(mg,s, 8) is the
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ps = 200 ohm.m, ps = 15 ohm.m, ps = 1000 ohm.m, h, =
10m, hy = 200m, hs = 1000m and hs = 4000m (Ramos
and Sampaio 1993).

The inversion of the synthetic data was done in the loga-
rithmic domain. Figure 1, displays the result of the inver-
sion of the synthetic data employing the resistivity data.
Because we know the true model for the synthetic data,
we could represent not only the adjustment of the data
on each iteration but also the fit between the current and
the true model. We employed 50 values of 0.1 < 8 < 6.0
for the inversion. The fit of both the inverted data and
of the parameters is excellent, giving an error of less than
1%. Notice that it was not possible to invert these data
employing fixed values of §: either 8 = 1, which cor-
responds to the conventional least squares, or 8 = 0.5,
which corresponds to the abolute minimum, because a
divergence happened in both cases. Figures 6, 7, 8, and
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9 show the inversion of the real MT data employing, re-
spectively, the values of the modulus, the phase, and the
complex resistivity function. Figure 10 shows in a same
graph the variation of the resistivity with depth as ob-
tained from the Bostick, the modulus, the phase, and the
complex apparent resistivity inversions. The final models
resulting from the modulus and the complex apparent re-
sistivity inversion aggree in general, and both give close
fits to the apparent resistivity (Figures 6 and 8). Though
the fit of the phase (Figure 7) was also good, its model is
different specially in the shallow features.

Conclusions

The problem of 1D inversion of MT data has been
analysed sequentially employing both the asymptotic
Bostick-Niblett approach and the linearized inversion
with a multiple reweighted least-squares method. We ap-
plied the analysis both to synthetic data and to field data
from the Parand Basin in Brazil. The results show that
the MT inversion procedure is greatly improved by jointly
employing the complex valued data consisting of the mod-
ulus and the phase of the apparent resistivity. The pro-
cedure gives a faster convergence without loss of accu-
racy, increases the resolving power of the MT technique,
and may improve its capability to delineate deep conduc-
tors. This happens because we employ two sequence of
data that may have different resolving powers at differ-
ent depth levels. On the other hand the interpretation
employing only the phase data is not good.

Therefore a reasonable interpretation of the data employ-
ing 1D model can be achieved even in the presence of
relatively noisy data, and under conditions that slightly
violate the premise of lateral homogeneity. Also the use
of the multiple reweighted least-squares method gives ro-
bustness to the inversion making the linearized inversion
approach not so dependent on the choice of the initial
model. Its use is fully justified, and its application to
the inversion of other geophysical problems may also give
good results.
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Fig. 7: Result of the inversion of
the field phase data showing the
observed data (Observedf), the ini-
tial model (Inicial) and the in-
verted model (Computed f).
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Fig. 8: Fit of the field resistivity
data as a result of the inversion of
the complex resistivity data, show-
ing the observed data (Observedr),
the initial model (Inicial) and the
inverted model (Computed.c).
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Fig. 9: Fit of the field phase data
as a result of the inversion of the
complex resistivity data, showing
the observed data (Observedf), the
initial model (Inicial) and the in-
verted model (Computed.c).

Fig. 10: Comparison between the
final resistivity models perform-
ing the inversion using the Bo-
stick transform (bosmi), the field
resistivity data (modelres), the
field phase data (modelfas) and
the complex resistivity function
(model comp).
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