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Summary

In the current situation of rapidly growing demand in oil
and gas, on-shore exploration, even under difficult condi-
tions, becomes again more and more important. Unfortu-
nately, rough top-surface topography and a strongly vary-
ing weathering layer often result in poor data quality, which
makes conventional data processing very difficult to apply.
As recent case studies demonstrated, the Common-
Reflection-Surface (CRS) stack produces reliable stack
sections with high resolution and superior signal-to-noise
ratio compared to conventional methods. Particularly for
land data, the increased computational expense required
by the generalized high-density velocity analysis preceding
the CRS stacking process may be worthwhile. In order to
define optimal spatial stacking operators, the CRS stack
extracts for every sample of the zero offset (ZO) section an
entire set of physically interpretable stacking parameters.
These so-called kinematic wavefield attributes, obtained as
a by-product of the data-driven stacking process, can be
applied to solve various dynamic and kinematic stacking,
modeling, and inversion problems. By this means, a very
flexible CRS-stack-based seismic reflection imaging work-
flow can be established. Besides the CRS stack itself, the
main steps of this processing workflow are residual static
correction, the determination of a macrovelocity model via
tomographic inversion and limited aperture Kirchhoff migra-
tion.
The presented extention of the CRS-stack-based imaging
workflow provides support for arbitrary top-surface topogra-
phy. The CRS stack is applied to the original prestack data
without the need of any elevation statics. Finally, a reda-
tuming procedure relates the CRS-stacked ZO section, the
kinematic wavefield attribute sections, and the quality con-
trol sections to a chosen planar measurement level. Thus,
an ideal input for a preliminary interpretation and subse-
quent CRS-stack-based processing steps is provided.

Introduction

Obtaining a sufficiently accurate image, either in time or in
depth domain, is often a difficult task in regions governed
by complex geological structures and/or complicated near
surface conditions. Under such circumstances, where sim-
ple model assumptions may fail, it is of particular impor-
tance to extract as much information as possible directly
from the measured data. Fortunately, the ongoing increase

in available computing power makes so-called data-driven
approaches (see, e. g., Hubral, 1999) feasible which, thus,
have increasingly gained in relevance during the last years.
The Common-Reflection-Surface (CRS) stack (see, e. g.,
Mann, 2002) is one of these promising methods. Besides
an improved zero-offset (ZO) simulation, its decisive ad-
vantage over conventional methods is that for every ZO
sample several, so-called, kinematic wavefield attributes
are obtained as a by-product of the data-driven stacking
process. As will be shown, they can be applied both to im-
prove the stack itself and to support subsequent process-
ing steps. Using these CRS attributes, an advanced data-
processing workflow can be established (see, e. g., Heil-
mann et al., 2004, and references therein) leading from
time to depth domain, covering a broad range of seismic
reflection imaging issues in a consistent manner. The ma-
jor steps of this workflow are displayed in Figure 1.

So far, this workflow was limited to data acquired on a pla-
nar measurement surface or at least to data for which a pla-
nar measurement surface had been simulated by means
of elevation statics. However, conventional elevation stat-
ics may introduce a certain error to the stack and—even
worse—to the CRS attribute sections, as a vertical emer-
gence of every ray has to be assumed. In case of rough
top-surface topography this can significantly deteriorate the
results of the CRS stack and of all succeeding processing
steps. This abstract focuses on an sophisticated integration
of topography handling into this CRS-stack-based imaging
workflow. Final results of its practical application to a real-
istic synthetic data set with strong topographic influences
and complex near-surface conditions will be shown in our
presentation.

CRS stack for topography

In recent years, two different CRS stacking operators that
consider the top-surface topography have been developed
at Karlsruhe University:

I. Chira and Hubral (2003) and Heilmann (2003) assume
a smoothly curved measurement surface. The elevation of
all source and receiver locations contributing to a single
stacking process are approximated by a parabola defined
by the local curvature K0 and the local dip α0 of the mea-
surement surface within the considered stacking aperture.
This results in a CRS traveltime approximation that reads:

τ
2(∆mx,hx)ZO =

(
τ0 +

2 ∆mx

v0 cosα0
sin(β0−α0)

)2

(1)

+ 2 τ0 ∆m2
x

v0 cos2 α0

(
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)
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x
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)
,

It describes the traveltime along a paraxial ray character-
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Figure 1: Major steps of seismic-reflection data processing in time and depth domain. CRS-stack-based imaging procedures
are highlighted in yellow.

ized by the x-components of midpoint displacement ∆~m =
~m−~mx0 and half-offset~h in terms of the traveltime τ0 along
the central normal ray emerging at x0, the near-surface ve-
locity v0, and the wavefield attributes β0, RNIP, and RN. The
latter three are related to the propagation direction and
wavefront curvatures of two hypothetical waves, namely
the so-called NIP and normal wave, respectively (Hubral,
1983). Similar to a conventional stacking velocity analysis,
the optimum wavefield attributes for each location (x0,τ0)
are determined automatically by means of coherence anal-
ysis. Note, however, that this analysis is carried out with a
spatial operator in a multi-dimensional parameter domain.
The final results are entire sections of the wavefield at-
tributes β0, RNIP, and RN, as well as coherence section.
For details we refer, e. g., to Jäger et al. (2001).

II. In Zhang (2003) a CRS stacking operator was presented
that directly considers the true elevation of every source
and receiver. This very general CRS traveltime approxima-
tion reads:

τ
2(∆~m,~h)ZO =

(
τ0−

2
v0

(∆mx sinβ0 +∆mzcosβ0)
)2

+
2 τ0 KN

v0
(∆mx cosβ0−∆mzsinβ0)

2

+
2 τ0 KNIP

v0
(hx cosβ0−hzsinβ0)

2 , (2)

where (∆mx,∆mz) and (hx,hz) are the components of mid-
point displacement ∆~m and half-offset ~h of the considered
paraxial ray.

The first approach is attractive from the computational
point of view as it is possible to adopt most parts of the
conventional CRS stack implementation. In particular, the
pragmatic CRS-attribute search strategy using three one-
parameter searches to determine the optimal stacking op-
erator can be maintained. However, small elevation statics
are still required in order to transfer the original data to the
chosen smoothly curved measurement surface. The sec-
ond approach demands far more computational effort, as

two of the three attributes have to be searched simultane-
ously due to the higher complexity of the stacking operator.
On the other hand, no elevation statics are required and
the z-coordinate of the emergence points of the simulated
ZO rays can be chosen arbitrarily. Promissing results of this
approach were presented in Zhang and Wu (2004).

Following the idea of a step-by-step refinement, we chose
an implementation that combines both methods of topog-
raphy handling mentioned above to a cascaded processing
strategy. Doing this, most of the specific disadvantages of
the single approaches can be compensated without loos-
ing their individual benefits. In a final step, we relate the
CRS stack results to a planar reference level above the ac-
tual measurement surface. This is done by introducing a
fictitious homogeneous top-layer and utilizing the extracted
emergence angle β0 of the simulated ZO rays to extrapo-
late them up to the reference level. By this redatuming pro-
cedure a seamless transition to the tomographic inversion
and other succeeding processing steps is provided. Since
the reference level lies above the actual measurement sur-
face, the influence of the topography might still be visible in
the time domain images, but should disappear after depth
migration.

Residual static correction by means of CRS attributes.

The CRS-stack-based residual static correction (RSC)
methodology (see, e.g., Koglin and Ewig, 2003) is an it-
erative process close to the super-trace cross-correlation
method by Ronen and Claerbout (1985). In our approach,
the cross correlations are performed within CRS super-
gathers of moveout corrected prestack traces instead of be-
ing confined to single common midpoint (CMP), common-
shot (CS) or common-receiver (CR) gathers. The moveout
correction makes use of the previously obtained CRS at-
tributes and considers the true source and receiver eleva-
tions. Thus, elevation static correction can be omitted that
may introduce, in certain cases, non surface-consistent er-
rors of the same scale as the searched-for residual statics.
Due to the spatial extent of the CRS operator, the CRS
supergathers contain many neighboring CMP gathers but
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Figure 2: Sketch of the extended CRS stack method for handling measurement surfaces with topography.

with different moveout corrections depending on the cur-
rent ZO location. Thus, the cross correlations of the stacked
trace (here used as pilot trace) and the moveout corrected
prestack traces are summed up for CS and CR locations.
This summation is performed for all CRS supergathers con-
tained in the specified target zone. After all cross correla-
tions are summed up, the searched-for residual time shifts
are most likely associated with maxima in the cross corre-
lation stacks. Finally, the estimated time shifts are used to
correct the prestack traces and the next iteration of RSC
can be started. Therefore, the local three-parameter opti-
mization of the CRS stack is repeated, now using the cor-
rected prestack data set. First results of the CRS stack after
three iterations of RSC are depicted in Figures 6 and 7.

CRS moveout correction. To correct for the CRS moveout,
the half-offset ~h and midpoint ∆~m dependency of equation
(2) has to be eliminated. Therefore, the CRS attributes of
every time sample are required. These attributes are pro-
vided by the attribute search of the first CRS stack ap-
plied. With the knowledge of these attributes, each reflec-
tion event can be approximately transformed into a hori-
zontal plane at time τ0 by subtracting the moveout given by

∆τ(∆~m,~h) = τ(∆~m,~h)− τ0 , (3)

where τ0 is given by the considered time sample of the
simulated ZO section. This correction is performed for all
τ0 given by each simulated ZO trace of the CRS stack. The
result for one ZO trace is called CRS super gather and con-
tains all CRS-moveout-corrected prestack traces which lie
inside the corresponding CRS aperture. Thus, the prestack
traces are multiply contained in the CRS super gathers
but with different moveout corrections in each CRS super
gather.

Cross correlation. The cross correlations are performed be-
tween every single moveout-corrected trace of each CRS
super gather and the corresponding trace of the simulated
ZO section, i. e., the pilot trace. Afterwards, all correlation
results that belong to the same source or receiver loca-
tion are summed up. Finally, the residual static value is as-
sumed to be associated with the time shift of the global
maxima of the summed correlation results. Our tests have
shown that the positive lobe of the correlation result is
not always symmetrical around a maxima. Thus, another
method is to take a user-defined percentage of the global
or local maximum closest to a zero time shift as a minimum
threshold and take the center of this area within the positive
lobe as the estimated time shift. Additionally, the tapering
effect of cross correlations can be compensated. There-
fore, the windows of pilot and moveout corrected traces to
be correlated are enlarged by the maximum shift. Thus,
during the correlation no value is zeroed out before and
no tapering effect is contained. Furthermore, a normaliza-
tion before the correlation in the same way as in the CRS-
attribute search (see Mann, 2002) can be applied to weight
the traces against each other. Another normalization af-
ter the correlation based on its power can be applied be-
fore the correlation stack to balance the influence of each
contribution. Both normalizations were applied in this case
leading to significantly improved results.

Iterations. After the residual static values are obtained from
the cross correlation results, the prestack traces are time
shifted with the corresponding total time shifts. The total
time shift is simply the sum of the corresponding source
and receiver static values of each prestack trace. If the CRS
stack of these corrected prestack traces is not yet satisfac-
tory, the entire procedure can be started again in two differ-
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ent ways with the previously corrected prestack traces. The
difference of both ways is that one omits the CRS search
for the attributes whereas the other does not. As the CRS
search for the attributes is the most time consuming step of
our method, it is attractive to omit this step. But on the other
hand, it might be dangerous to rely on CRS attributes deter-
mined for the uncorrected data: if the time shifts between
neighboring traces are too large, the CRS stack probably
fails to detect actually contiguous events and their corre-
sponding attributes.

Synthetic data example.

The synthetic data set presented in this abstract was kindly
provided by J. A. Dellinger (BP). Figure 3 shows the un-
derlying velocity model, simulating a situation typical for
the Canadian overthrust front. Looking at the measurement
surface silhouetted against the red background a foothill
like topography with rapid changes in elevation can be ob-
served. A magnified view of this topography is shown in
Figure 4. The smoothed surface depicted in light green was
used as floating reference datum for the CRS stack results.
The planar surface (blue) indicates the horizontal reference
datum to which these results were subsequently mapped
by the redatuming prozedure. For the fictitious layer be-
tween the floating datum and the horizontal reference level
a constant velocity of 3300 m/s was chosen.
At the right hand side of the model we have a very com-
plex subsurface structure with large velocity contrasts and
several velocity inversions. Also the near-surface velocity
is subject to strong fluctuations ranging from 2.5 km/s to
nearly 6.0 km/s. To account for this fluctuations, the aver-
age value of the near-surface velocity within the respec-
tive stacking aperture was used for attribute determination,
stacking and RSC. The near-surface velocity and its later-
ally averaged value are depicted in Figure 5. The latter was
used for v0 in Equations 1 (initial CRS stack) and 2 (opti-
mization and RSC). First results of the CRS stack before
and after redatuming are depicted in Figures 6 and 7.

Conclusions and Outlook

We presented a recent extension of CRS-stack based
imaging adapted to the specific needs of land-data pro-
cessing. It was shown, how top-surface topography han-
dling can be integrated into the processing workflow in a
consistent manner using a CRS-attribute based redatum-
ing procedure that relates the resulting stack and attribute
sections to a horizontal reference datum.
So far, the near-surface velocity was assumed to be con-
stant for the entire survey. Our current research focuses on
considering a laterally variable near-surface velocity, since
both, the kinematic wavefield attributes determined during
the initial search and the CRS stack operator used for the
final optimization strongly depend on this parameter.
First results for a complex synthetic data set have been
presented in this abstract. Besides the influence of the to-
pography the variable near-surface velocity was considered
both for the CRS stack itself and for the residual static cor-
rection. Results of redatuming the CRS attribute sections
as well as results of the tomographic inversion and sub-
sequent limited aperture Kirchhoff pre- and/or poststack
depth migration will be shown in the related presentation.
The practical application to a real data set is under current
development.
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Figure 3: Velocity model used to generate the prestack data.

Figure 4: Comparison between original and smoothed measurement surface. The horizontal surface at z=1460m was used as
reference level for the redatuming.

Figure 5: Comparison between local near-surface velocity and laterally averaged near-surface velocity. To extract the local
near-surface velocity from the velocity model given by Figure 4 an (vertically) averaged velocity up to a maximum depth of 80m
was calculated.
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Figure 6: Optimized CRS stack result after three iterations of residual static correction. The simulated ZO traveltimes are related
to the smoothed reference surface depicted in Figure 4.

Figure 7: Optimized CRS stack result after application of residual static correction and redatuming. The redatuming procedure
relates the simulated ZO traveltimes to a horizontal reference surface at z=1460m depicted in Figure 4.
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