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Abstract   
 
This work explores the spatial relation of Single Values 
over image pixels in order to propose a filtering process. 
Different denoise degrees are applied to each pixel 
considering their effects on a non supervised clustering 
process – Self Organizing Map.  This results on specific 
filtering processes to different spectral characteristics of 
the images. Two experiments are presented; the first one 
with synthetic data and the second with LandSat-7 data. 
The first one considers a scene with high frequencies and 
consequently cuts only the null space of the single values 
of each pixel. The experiment with LandSat-7 data shows 
a case with homogeneous scenes. In this case, the 
filtering process implements hard cuts considering a 
limited group of classes. The technique presented here 
brings a finely way to reconstruct better approximations of 
the original data, and at the same time, excludes 
unnecessary ranges of pixel variations. 

Keywords.  Single Values Decomposition, Self-Organizing 
Maps, Filtering, Image Processing. 

Introduction 

 
It is difficult to apply a hard threshold in the Single Values 
which reduces the noise in images and, at the same time, 
doesn’t make the filtered image loses important features 
which characterize objects in the real scene. To avoid this 
problem the authors have studied the contributions of the 
single values on the reconstructed pixels.  Choosing the 
same single value subset to reconstruct all pixels result 
on different effects in different regions of the image, 
because one single value has different contribution 
degrees on different pixels.  A maximum cut on the 
reconstructed pixel values is achieved by using a 
minimum quantity of single values on its reconstruction.  
In this work we use a non supervised neural  network – 
Self Organizing Map – to regulate the minimum quantity 
of single values to each pixel of the reconstructed image. 
Self-Organizing Map (SOM) (section 3) is an algorithm 
which has the special property of creating spatial 
organized  representations. It is very useful as an 

unsupervised clustering method [6]. Its spatial 
representations are used, in this work,  to regulate the 
sizes of the single values subsets, which are used to 
reconstruct the filtered image.  

SVD and Hard Threshold 

The equation 1 brings the inverse process of a Single 
Values Decomposition (SVD) [1] applied on the image 

D . This decomposition is known as Single Values 

Decomposition because the values of the matrix S  are 

the positive square roots of the eigen values of DD
t

.  or 
t

DD. . So S  is designed single values of D  [1].   

The diagonal matrix S  is sorted by contribution degree 
of its single values on the reconstruction process.  
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By the analysis of the diagonal matrix S , it is possible to 
verify the contribution degree of its individual values in 

different regions of the reconstructed image . If it is 

defined an index 0 < k < N and changes all value of 

'D

S  
with indexes greater than k to zero,  the reconstructed 
image will be a softened image (2). The changes in the 
pixels will depend of  how much k is close of one. 

 

t
kk V

S

S

UD 

0.0000

......

0.00.0

0...0

0....0

0.00011

'

              (2) 

 

This filtering process, by using a hard threshold defined 
by the constant k, results on a softened image which 
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minimize the noise effects presented in the high 
frequencies of the original image [2,3]. But applying the 
same cut criterion to all  pixels means to have different 
effects over different regions of the reconstructed image.  
In section 4 we propose a filtering  process which uses 
particular constants k to each reconstructed pixel.  

Self Organizing Map (SOM) 

An important feature of neural networks is the ability to 
learn from their environment, and through learning to 
improve performance in some sense. They are classified 
in supervised and unsupervised learning methods. In the 
supervised method the targets may take the form of a 
desired input-output mapping that the algorithm is 
required to approximate. In another way, the purpose of a 
self-organizing map is to discover significant patterns or 
features in the input data without a teacher.  The 
algorithm is provided with a set of rules of local nature 
which enables it to compute an input-output mapping with 
specific desirable properties; the term “local” means that 
the change applied to the synaptic weight of a neuron is 
confined to the immediate neighborhood of that neuron 
(figure 1) [4,5]. 

 

Figure 1.  Output layer and the neighborhood function: 

.  321)( ttttNc 

The learning process of a self organizing system consists 
of repeatedly modifications in the synaptic weights of all 
connections in the system in response to input (activation) 
patterns and in accordance with prescribed rules, until a 
final configuration develops [7].  Initially, consider one 
matrix of neuron units, one weight vector 

 associated to each unit i  and 

one input pattern  being compared with all 

units. The following two rules explain how the map is 
generated by self organization [9]: 

   ,...3,2,1 tRtm n
i

 tx  nR

Rule 1: To find the unit  which  weight vector is more 

similar to the input pattern : 

c

 tx

                         tmtxtmtx iic  min              (3) 

 

The unit  is considered the unit which responds to the 

pattern 

c
 tx . 

Rule 2: To modify the weight vectors of the unit  and its 
topologic neighbors:  
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The topol hood cN  is a tim ependent 

function (figure 1).  t  is the learning rate of the winner 

neuron    10  t . This rate and the cN  diameter 

decrease during the learning time [9].  

In al iments presented below, a one-dimensional 

matrix was used with 50 neuron units, 

l exper

 0  = 0.8 and 

the  0cN  diameter was maximum – covering all 

neurons (in this case, the neighborhood topology is linear) 
[8,9]. The input patterns are the pixel amplitude values – 
codified with 8 bits (values from 0 to 255). At the end of 
2000 learning epochs [8,9], the resultant maps are used 

 the k constants matrix as clusters sets in the algorithm of
calculation. 

K constants matrix calculation  

In order to improve the filtering process that uses a 
unique threshold to all  original pixels (see section 2), we 
propose to generate specific points of hard threshold to 
each pixel of the original image.  

To avoid the reconstructed image (filtered image) loses 
the target definitions presented in the original image 
scene, all filtered pixels must belong to the same original 
pixel cluster. In this way, the first step is to generate the 
cluster set from the original image (using SOM, see 
section 3). 

Its necessary to create a cluster map (with the same 
image dimensions) which has the respectively cluster of 
each original pixel. This is done by using the equation (3) 
to each pixel and writing the cluster index in the 
respectively cluster map cell (figure 4). This cluster map 
will be used to control the quantity of single values that 
will be used to reconstruct each filtered pixel. One filtered 
pixel (or a pixel reconstructed with a minimum quantity of 
eigen values) must be classified by the same cluster of its 
respectively original pixel. Then, the filtering algorithm 

needs to define a matrix K  o
 pixel of the original image). At the last step, the 

f constants (one constant to 
each
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The figure 4 shows the clusters spatial localization. This 
cluster map was generated by classifying the original 
image (figure 2) with the four clusters detected by the 
SOM learning algorithm (figure 3).  

 

Fpixels of the filtered image  are calculated by equation 
(5): 
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The filtering process was applied in a synthetic image 
(100x100 pixels) with 4 different gray degrees (figure 2) in 
order to illustrate the filtering algorithm. 

 

Experiment with synthetic data  

 

Figure 2. Synthetic image. 

In this case, the 1st, 16th, 31st and 50th  SOM 
clusters classified the four different pixel values present in 
the synthetic image (figure 3).  

 

Figure 3. Clusters detected in the synthetic image 

 

  
Figure 4. Cluster map of the Synthetic image. 

 

The figure 5 shows a projection of part of the K  matrix 
calculated in this application. The minimum and maximum 
quantities of eigen values used to reconstruct the filtered 
image was 3 and 60 respectively. 

 

Figure 5. K constants used to filter the pixels of the region 
limited by the black square. 
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Expe iment with LandSat-7 data  

The filtering process was applied in a 8 bits LandSat-7 
image, band 4, time: 07/20/2001 – 13:02:34.000, from 
Alto Paraíso city / Goiás state / Brazil  (Figure 9). 

 

The figure 6 shows the whole K  matrix in gray scale (the 
values vary from 3 to 60). It’s easy to see the high 
frequ ncy regions are composed by more eigen values 
linear combination and homogeneous regions are 
reconstructed by one or few eigen values combinations. 

The pixels of the filtered image (figure 7) were calculated 

by using the equation 5 with the 

e

K  matrix of the figure 6. 

 

 
Figure 6. K matrix in gray scale. 

 

The figure 8 shows the residual between the original 

synthetic image ( D ) and the filtered image ( F ). The 
minimum and maximum values of this residual matrix are 
0 and 20 respectively. 

 

 
Figure 7. Filtered image. 

 

 

The residuals shown in the figure 8 demonstrate the most 
affected regions by the filtering process. 

 

 
Figure 8. Residual matrix. 

r

 
Figure 9. Original Image (200x200 pixels). 

The weights of the SOM net (representing the 50 clusters) 
generated from the pixel values  present in the  original 
image can be seen in the figure 10. 

 

 

Figure 10. Clusters detected in the original image. 

 

The figure 11 shows the clusters spatial localization. This 
cluster map was generated by classifying the original 
image (figure 9) with the 50 clusters generated by the 
SOM learning algorithm (figure 10). 
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Figure 11. Cluster map of the LandSat-7 image. 

 

The figure 12 shows a projection of part of the K  matrix 
calculated in this application. The minimum and maximum 
quantities of eigen values used to reconstruct the filtered 
image was 2 and 198 respectively. 

                
Figure 12. K constants. 

The figure 13 shows the whole K  matrix in gray scale. 
As in the synthetic case, the high frequency regions are 
composed by more eigen values linear combination and 
homogeneous regions are reconstructed by one or few 
eigen values combinations. 

 

 
Figure 13. K matrix in gray scale. 

 

The figure 15 shows the residuals between the original 

synthetic image ( D ) and the filtered image ( F ) see 
figure 14. 

 

 
Figure 14. Filtered image. 

 

The minimum and maximum values of the residual matrix 
are 0 and 39 respectively. 
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When homogeneous targets visualization must be 
improved, the under estimation of the SOM size is 
recommended. In the case of the LandSat-7 data 
experiment, 256 pixel samples were grouped in 50 
clusters. The figure 15 shows the response to this choice 
– the residual matrix shows cuts from 0 until 39 in the 
original pixel values. Different results could be achieved 
by using other SOM geometries: smaller maps will result 
in greater cuts.  

Changes in the single values matrix could have many 
effects in the reconstructed image. This technique arise in 
a finely way to reconstruct better approximations of the 
original data, and at the same time, excluding 
unnecessary ranges of pixel variations. 
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