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ABSTRACT. Seismic ray tomography methods are usually associated with substantial computer processing time. The reason for this is that at each step of the

iterative inversion process defined by the tomographic method the two-point ray tracing problem must be solved for each source-receiver pair. In order to resolve this,

an Euclidean norm (L2 vector norm), commonly used in error functions which are to be minimized in inversion procedures, is substituted by an L1 integral norm,

which enables the estimation of model parameters by minimizing the area between observed and calculated traveltime curves that are interpolated (or adjusted) to the

data points. Relatively simple mathematical developments and numerical experiments with two-dimensional compressional seismic wave velocity field models show

that L1 integral norm saves an enormous amount of processing time with no significant loss of accuracy. Occasionally, parameters of the model can be better estimated

using L1 integral norm than the L2 vector norm that is traditionally utilized in seismic inversion tomography.
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RESUMO. O alto consumo de tempo em processamento computacional é um problema que, geralmente, está associado aos métodos de tomografia sı́smica.

Isto ocorre porque, em cada passo do processo iterativo de inversão definido pelo método tomográfico, o problema da conexão de dois pontos, pela curva da

trajetória do raio śısmico, deve ser resolvido para cada par fonte-receptor. A fim de reduzir a gravidade deste tipo de problema, a norma Euclideana (norma L2

de vetor), comumente empregada nas funções de erro a ser minimizado no processo de inversão, é substituı́da por uma norma L1 de função. Essa mudança permite

estimar parâmetros do modelo através da minimização da área entre curvas de tempos observados e calculados que são interpoladas (ou ajustadas) aos pontos referentes

aos dados. Desenvolvimentos matemáticos e experimentos numéricos relativamente simples, com modelos bidimensionais de campos de velocidade sı́smica de ondas

compressionais, mostram que a norma L1 de função permite poupar uma enorme quantidade de tempo de processamento sem uma importante perda de precisão.

Às vezes, os parâmetros do modelo são estimados de modo mais acurado usando-se a norma L1 da integral em lugar da norma L2 de vetor, tradicionalmente usada

na inversão tomográfica.

Palavras-chave: raio śısmico, tomografia, parametrização polinomial, campo de velocidade sı́smica, problema de conexão de dois pontos por traçado de raio,

norma L2 de vetor, norma L1 de integral.
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INTRODUCTION

The concept of distance between observed and calculated data
has a central role in inverse geophysical problems, where it can
be expressed in terms of norms. Over the years certain works
have attempted to improve objective functions based on norms,
with improvements being witnessed in respect of the following
issues: robustness, regularization, stability, accuracy, and pro-
cessing time reduction. Claerbout & Muir (1973) suggested that
some norms are more appropriate than others depending on the
application, for example: the L1-norm is more robust than the
L2-norm. Scales & Gersztenkorn (1988) presented an alternative
to the regularization of inverse problems based on the L1-norm
(least-absolute deviation) instead of damped least squares. Bube
& Langan (1997) applied iteratively re-weighted least square to
a hybrid L1/L2 minimization problem that works better for data
with outliers than the L2 algorithm with a small additional com-
putational cost. A combination of the L2-norm with L1-norm
has been established by the so-called Huber norm that gives us
more robust parameter model estimation than the L2-norm and
it retains its smoothness better than the L1-norm for small resid-
uals (Guitton & Symes, 2003). When wavelets are used to rep-
resent models, the L1-norm is better than L2 regularization on
wavelet decomposition used to represent a model solution of a
linearized seismic tomographic problem (Loris et al., 2007). Dif-
ferent norms are compared and used in combination with nonlin-
ear regularization techniques in order to discuss seismic tomo-
graphy aspects such as: ill-conditioned matrices, model recon-
struction, and time-consumption (Loris et al., 2010).

Amongst other issues, seismic ray tomography is faced with
the problem of large amounts of processing time being wasted
in order to estimate model parameters. The traditional objective
functions (Bishop et al., 1985) that use L2 vector norm, need to
have a time calculated at the same receiver where a seismic ray
arrives and where a real traveltime is observed. This means that
for each source-receiver pair, the two-point ray tracing problem
must be solved. The problem is therefore accentuated because,
with tomographic work, it is recommended to have a good cover-
age of the velocity field model, and so it is necessary to have a
large number of source-receiver pairs connected by seismic ray
trajectories, for which traveltimes are calculated. In addition, even
for relatively simple two-dimensional models, the two-point ray
tracing problem is an iterative process that can result in pro-
longed computer processing time. Given that seismic tomo-
graphy is also an iterative method, the same procedure of con-
necting source and receiver positions (for each one of the sev-

eral source-receiver pairs) must be repeated to this extent, since
this is the supposed number of required iterations for conver-
gence. In order to mitigate against such a worrying problem, we
propose a substitution of the traditional L2 vector norm by an
alternative integral L1-norm that does not demand connection
positions by ray trajectories and, consequently, saves a signific-
ant amount of processing time.

Seismic Ray Tracing and Traveltime Calculation

If V (x, z) is a two-dimensional velocity field model, T repres-
ents traveltime, and ds is an arc length element; then to find the
trajectory C that minimizes the functional

T (C) =
∫

C

ds

V (x, z)
, (1)

requires that the following system of equations be solved
(Červený, 1987)






dx(τ )

dτ
= p(τ )

dp(τ )

dτ
=

1

2
E∇

(
1

V 2(x,z)

)
,

(2)

where τ is a ray parameter, x(τ ) is a vector position of a ray tra-
jectory point at τ and p(τ ) is the slowness vector that is tangent
to the ray trajectory at τ . Numerically, rays are traced by means
of the following recursive system





x(τ + 1τ) = x(τ ) + p(τ )1τ

p(τ + 1τ) = p(τ ) +
1

2
E∇

[
1

V 2(x(τ ),z(τ ))

]
1τ ,

(3)

obtained by a Taylor expansion of Equation (2). In this work,
the two-point ray tracing problem is solved by the Heun method
(Santos & Figueiró, 2006). The traveltime along ray trajectory is
calculated numerically by the following expression:

T (xN+1, zN+1) =
N∑

i=0

1Ti

=
N∑

i=0

1

Vi
∙ ‖xi+1 − xi‖2 ,

(4)

where the calculation of the traveltime element, 1Ti at each
knot of the polygonal line, which represents the ray trajectory, is
achieved concomitantly with its trace; Vi is the wave velocity at
the point xi = (xi , zi ); N + 1 is the total number of small
straight segments that constitute the ray trajectory up to xN+1;
and ‖ ‖2 is the Euclidean norm. At the end of each step in the
process of ray trajectory construction, the slowness vector p
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must be up-to-date in order to satisfy the eikonal equation in the
following way:

‖p‖2 =
√

p2
1 + p2

2 =
1

V (x, z)
, (5)

where p = (p1, p2) with p1 = ‖p‖2 ∙ cos(θ), p2 =
‖p‖2 ∙ sin(θ) and θ is the departure angle, meaning the angle
between p(0) and the positive orientation of the X axis, see
Figure 1. In other words, the direction of p is preserved, but its
magnitude is altered in order to satisfy Equation (5). Initial con-
ditions necessary to solve the ray tracing equations are: source
position s = (x = 0, z = 0) = 0 and the slowness vector,
p(0) given by 1

V (0,0)
(cos(θ), sin(θ)).

Figure 1 – Illustration of a ray trajectory between the source s and the receiver
r showing vectors x and p (the latter has axis projections px0 and pz0).

In the iterative process performed in order to solve the two-
point ray tracing problem that connects source to receiver, the
bisection method is used to determine the departure angle θ of
the ray trajectory. Figure 2 shows a ray network obtained by em-
ploying numerical methods such as those presented here for the
seismic velocity target model V2 used for inversions in this work.

Figure 2 – A ray network on the velocity field model expressed by Equation (29).
Within it, the two-point ray tracing problem is solved for each source-receiver
pair.

Gauss-Newton Method

The solution of an inverse problem begins with the use of a set of
observed data (real or synthetic), and can be divided into three

steps: model parameterization, direct modeling, and inverse
modeling (Figueiró, 1994). The latter consists of the determina-
tion (or estimation) of model parameters that employ the afore-
mentioned data set. The local optimization method called Gauss-
Newton is an iterative procedure that enables us to solve a non-
linear problem by means of successive linearization. In fact, the
problem is solved on a step-by-step basis by applying, repeatedly,
the least squares method.

In the modeling process the input of the system is described
by model vector m whose components are the model parameters.
As the problem is linearized, the output, in forward modeling,
can be expressed by Gm where G is a matrix that describes the
wave propagation process that depends on the geometrical struc-
ture of the problem. The model m can be written as:

m = (m1, m2, m3, . . . , mm)T . (6)

If the vector d = (d1, d2, d3, . . . , dn)T contains the observed
data (synthetic for the purpose of this work, but it can be real,
if available), then in order to solve the inverse problem we need
to find the model m that minimizes the following residual error
function:

e(m) = d − Gm . (7)

A candidate for a minimum of Equation (7) is a least squares
solution for the objective function 8(m) written as follows:

8(m) = e(m)T e(m) = (d − Gm)T (d − Gm) . (8)

The so-called least square solution of Equation (8) is provided
by (Menke, 1989):

m = (GT G)−1GT d . (9)

And residual error function is given by

1d(m) = dobs − dcalc(m) , (10)

where dobs and dcalc(m) are, respectively, the observed data
and the calculated data for the model m. If 1d is nonlinear, it
can become linear using its first order Taylor series expansion. It
produces:

1dap(m) = 1d(m0) + S(m0)1m , (11)

where 1dap is the linear approximation of 1d, m0 is a refer-
ence model (not necessarily an initial one, but more appropriately
a current model), 1m = m − m0 is a model perturbation, and
S(mk) is the sensibility matrix calculated at the current model
mk . The ij-th entry of S(mk) is provided by:

Si j (mk) =
∂dcalc,i

∂m j
(mk) . (12)
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The solution of Equation (11) is then:

1mk =
[
S(mk)

T S(mk)
]−1

S(mk)
T 1d(mk) . (13)

This enables the following iterative procedure:

mk+1 = mk + 1mk . (14)

In this exposed way, the inverse iterative process employing an
L2 vector norm is characterized.

Iterative Process defined by the L1 Integral Norm

Let mt = (μ1, μ2, μ3, . . . , μm)T be a target model, where
m is its number of parameters. All the parameters of mt are
fixed and unknown. For mt we have n pairs of data (xi , ti )
where ti is the synthetic observed traveltime data for the receiver
position xi .

Then, we can construct a polynomial function,

tobs(x) = a0 + a1x + a2x2 + ∙ ∙ ∙ + apx p , (15)

by means of cubic spline interpolation (Santos, 2009) using pairs
(xi , ti ), i = 1, 2, . . . , 18, xi ∈ I = [0, xmax], obtained by
the ray-tracing method. The SPLINE((xi , ti ), x) MATLAB rou-
tine was used to generate a piecewise third degree polynomial
S3(x), i.e. a cubic spline on the interval I . After that, S3(x) is
sampled in the points xk = k ∙ 10−2, k = 0, 1, 2, . . . , 900,
in order to use POLYFIT(xk, S3(xk), p) MATLAB routine, pro-
ducing a polynomial of degree p = 8 by adjustment to the
data (xk, S3(xk)). Such a choice was motivated by the need to

have a sufficient degree of freedom and not so much oscillation in
agreement with the synthetic observed data behavior.

If m = (η1, η2, η3, . . . , ηm)T represents a general (or
a current) model that can vary freely and produces n pairs
(x̃i , t̃i ) of calculated traveltimes, t̃i at the arrival position, x̃i of
a seismic ray; then we can obtain (applying the same procedure
used to obtain Equation (15)), a polynomial function

tcalc[m](x) = b0 + b1x + b2x2 + ∙ ∙ ∙ + bq xq , (16)

where [m] is to remind us that the calculated traveltime depends
on m. These two kinds of data pairs (observed and calculated)
and the two functions tobs(x) and tcalc[m](x) are represented in
Figure 3.

The problem consists in to find a model m that minimizes
the area function

A(m) = ‖tobs(x) − tcalc[m](x)‖int

=
∫ xmax

0

∣
∣tobs(x) − tcalc[m](x)

∣
∣dx ,

(17)

where A(m) is a non-negative scalar functional defined in Rm .
It is supposed that the model mk+1 is produced by a perturba-
tion 1mk , i.e., mk+1 = mk + 1mk . Then, A(mk+1) =
A(mk + 1mk). Using a Taylor expansion of A(mk+1), we
have:

A(mk+1) = A(mk) + E∇ A(mk)1mk

+
1

2
1mT

k H(mk)1mk + ∙ ∙ ∙ ,
(18)

Figure 3 – Representation of the area (to be minimized employing the L1 integral norm) between the observed and calculate traveltime curves.
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where

E∇ A(mk) =
∂ A

∂η
(mk)

= gk

[
∂ A

∂η1
,

∂ A

∂η2
, . . . ,

∂ A

∂ηm

]
(mk)

(19)

and

H(mk) =
∂2 A

∂η2
(mk)

=
















∂2 A
∂η2

1

∂2 A
∂η1∂η2

. . . ∂2 A
∂η1∂ηm

∂2 A
∂η2∂η1

∂2 A
∂η2

2
. . . ∂2 A

∂η2∂ηm

...
...

...

∂2 A
∂ηm∂η1

∂2 A
∂ηm∂η2

. . . ∂2 A
∂η2

m
















(mk)

(20)

is the Hessian matrix.
As we expect A(mk+1) to assume a minimum (in fact, the

desired value of the minimum we are seeking is zero, as can be
seen in (17)), we can make its linear approximation, the two first
terms of Equation (18), equal to zero, and so:

1mk = −(gT
k gk)

−1gT
k A(mk) (21)

defines an iterative process. The partial derivative ∂ A
∂η1

(m)

is a real number and is calculated numerically by means of
the expression:

A(. . . , ηi + 1ηi , . . .) − A(. . . , ηi , . . .)

1ηi
,

where 1ηi is a small perturbation of the parameter ηi . It quan-
tifies the variation of the area between the curves tcalc[m](x)

and tobs(x) when the model parameter ηi is perturbed.

Some Special Comments

To obtain ∂ A
∂ηi

(m) which is a component of the vector gk it is
necessary to calculate A(m). This is done by means of the
ABS and INT MATLAB routines. However, it is important to say
that it is possible to obtain an analytical expression for A(m)

and, for the sake of illustration, it is obtained as follows: initially,
we have 1T[m](x) = tobs(x) − tcalc[m](x). Without loss
of generality, we can consider the polynomials (15) and (16) to
the same degree, i.e., p = q and xmax > 0. Let us con-
sider r1, r2, r3, . . . , ru(u ≤ p) the real roots of 1T[m](x),
where its sign change, and, for the sake of uniformity, r0 = 0

and ru+1 = xmax (it is possible to choose adjusted poly-
nomials tobs(x) and tcalc[m](x), such that 0 and xmax are
not roots of 1T[m](x)).

Then,

A(m) =
∫ xmax

0

∣
∣1T[m](x)

∣
∣dx

=
u∑

i=0

∫ ri+1

ri

sgn
[
1T[m](x)

]
1T[m](x)dx .

(22)

This implies:

A(m) = sgn
[
1T[m](0)

]

×
u∑

i=0

(−1)i
∫ ri+1

ri

p∑

j=0

(a j − b j )x j dx
(23)

and finally

A(m) = sgn
[
1T[m](0)

]

×
u∑

i=0

(−1)i
p∑

j=0

(a j − b j )

j + 1

(
r j+1

i+1 − r j+1
i

)
.

(24)

It is interesting to observe that

A(m) =
∫ xmax

0

∣
∣1T[m](x)

∣
∣dx

≤
p∑

i=0

∫ xmax

0

∣
∣ai − bi

∣
∣xi dx

=
p∑

i=0

xi+1
max

i + 1

∣
∣ai − bi

∣
∣

(25)

and if the polynomial coefficients of tobs and tcalc[m](x) are
obtained satisfying the inequality constraint

7∑

j=0

8∑

k= j+1

xi+k+2
max

(i + 1)(k + 1)
(a j −b j )(ak −bk) ≥ 0 , (26)
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we have:

√√
√
√

8∑

i=0

(ai − bi )
2 ≤

√√
√
√
√

8∑

i=0

[
xi+1

max

i + 1
(ai − bi )

]2

≤

√√
√
√
√

8∑

i=0

[
xi+1

max

i + 1
(ai − bi )

]2

=

∣
∣
∣
∣
∣
∣

8∑

i=0

xi+1
max

i + 1
(ai − bi )

∣
∣
∣
∣
∣
∣

=

∣
∣
∣
∣
∣
∣

xmax∫

0

8∑

i=0

(ai − bi )xi dx

∣
∣
∣
∣
∣
∣
≤

xmax∫

0

∣
∣1T[m](x)

∣
∣ dx

= A(m) .

(27)

Equations (25) and (27) shows that A(m) is between the L2

vector norm and an L1 vector pondered norm, where the vectors
a = (a0, a1, . . . , a8) and b = (b0, b1, . . . , b8) are com-
posed of the polynomial coefficients of tobs(x) and tcalc[m](x)

with bi dependent of the model parameters, respectively. There-
fore, it represents an intermediary norm that has the robustness
and smoothness (near the minimum) that lack to the L2 vector
norm (in case of big residuals) and to the L1 vector pondered
norm (in case of small residuals), respectively. This can help us
to understand why good accuracy was achieved in some exper-
iments where it was not expected. In fact, the L1 integral norm
is an L1-norm with definite derivatives near the minimum and it
works like a hybrid L1/L2-norm with low computational cost.

As previously mentioned, the formula

p∑

i=0

∣
∣ai − bi

∣
∣xi+1

max

i + 1

can be understood as an L1 vector norm. Despite this, it is not
appropriate to improve our understanding of the results. The
problem lies in the fact that the vectors a = (a1, a2, . . . , ap)

and b = (b1, b2, . . . , bp) are composed of coefficients of
polynomials (“data parameters”) and not model parameters,
which is not suitable when used as an objective function to be
minimized for estimating the parameters of the model m. More-
over, this formula can not be used to calculate A(m), because,
in general

∣
∣
∣
∣
∣

p∑

i=1

(ai − bi )xi

∣
∣
∣
∣
∣
≤

p∑

i=1

∣
∣ai − bi

∣
∣xi ,

seeing that some (ai − bi )xi may be negative, because some

bi can be larger than ai and therefore such a situation implies

A(m) ≤
p∑

i=0

∣
∣ai − bi

∣
∣xi+1

max

i + 1
.

Model Parameterization

Below are three seismic compressional wave velocity field models
considered in this work:

V1(x, z) = c0,0 + c1,0x + c0,1z , (28)

V2(x, z) = c0,0 + c1,0x + c0,1z

+ c2,0x2 + c1,1xz + c0,2z2 ,
(29)

and

V3(x, z) = c0,0 + c1,0x + c0,1z + c2,0x2

+ c1,1xz + c0,2z2 + c3,0x3 .
(30)

They are two-dimensional with a horizontal length of 9.0 km
and 3.0 km deep. This kind of model representation is able to
simulate interfaces by means of strong variations in the veloc-
ity field. In order to construct the first target model, the co-
efficients of Equation (28) are chosen to keep V1(x, z) within
a range of velocities defined by the extreme values 2.0 km/s
and 8.0 km/s. To achieve this aim, the coefficient values were
found to be: c0,0 = 2.0 km.s−1, c1,0 = 0.45 s−1, and
c1,0 = 0.66 s−1. To construct the second target model,
with a range of velocities defined by the extreme velocity val-
ues 1.0 km/s and 8.0 km/s, the numerical coefficient values
used for V2(x, z) are: c0,0 = 1.0 km.s−1, c1,0 = 0.098
s−1, c0,1 = 1.246 s−1, c2,0 = 0.0285 km−1.s−1, c1,1 =
0.0015 km−1.s−1, and c0,2 = 0.0035 km−1.s−1. Given the
same considerations, the numerical value coefficients employed
for Equation (30), V3(x, z) are: c0,0 = 1.0 km.s−1, c1,0 =
0.058 s−1, c0,1 = 1.326 s−1, c2,0 = 0.0195 km−1.s−1,
c1,1 = 0.0016 km−1.s−1, c0,2 = 0.0055 km−1.s−1, and
c3,0 = 0.0012 km−2.s−1. The graphical images of these
three target models (V1, V2 and V3) are shown in Figures 4, 8
and 12; respectively.

With respect to the application of the proposed method for
the resolution of the described inverse problem in this work,
it should be said that the geological interpretation of the model
is not particularly relevant. Either way, for the above-mentioned
coefficients, Equation (28) can be seen to represent a system of
sedimentary layers inclined with respect to the horizontal. In an
analogous way, the expressions (29) and (30) can represent a
similar geological situation with curved interfaces.
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Figure 4 – Target seismic compressional wave velocity field model, V1 used in
inversion experiments applying both the L2 vector norm and L1 integral norm.

RESULTS

For all the situations considered, the source position s is kept on
the observation surface (z = 0) at xs = 0.0 km. Receiver po-
sitions, r total 18 are distributed on the observation surface in a
line obeying the rule Ri = 0.5 × i km, i = 1, 2, 3, . . . , 18.
A seismic ray network for the model provided by Equation (29)
is shown in Figure 2. All polynomials interpolated to traveltime
data have always degree 8.

For the three models under consideration, the calculated
traveltimes are obtained numerically by using Equation (4), and
several inversions are performed using the L2 vector norm. Dur-
ing the inversions it was used a PC with the following configura-
tion: Processor Intel Pentium 4, 3.4 GHz, and RAM 1.0 Gb.

In the case of the model V1 each iteration of the inversion
process takes approximately 1 hour. As the total number of itera-
tions varies between 5 and 9, the total processing time required for
convergence is between 5 and 9 hours. This drops dramatically
when the L2 vector norm is substituted by the L1 integral norm,
until it reaches, for the same experiment (with all parameters re-
maining fixed, except the norm), a total time of calculation is 3
minutes, distributed in 7 iterations, each one a matter of seconds.

With respect to the model V2 inversions are more unstable
and are highly inaccurate in estimating the crossed term c1,1.
Using L2 vector norm and the beginning of an initial model in
which each parameter has a perturbation of 30%, relative to its
correspondent in the target model, the total processing time is
7 hours and 15 minutes, distributed in 7 iterations. However,
applying the L1 integral norm, the same inversion had 20
iterations and a total processing time of 6 minutes. This equates
to a 98.85% saving in processing time relative to the inversion
using L2 vector norm.

In the case of model V1, Figure 5 shows the initial model
and its difference in respect of the target model (this difference

is obtained in terms of the least-absolute vector deviation and is
approximately 50% when compared to the target model and con-
sidering all parameters with the same weight). Employing the L2

vector norm, a difference of 7% is obtained between the inverted
and target models. This difference became 5.21% using the L1

integral norm. A graphical view of the inverted models and their
differences in respect of the target model can be seen in Figures
6 and 7, utilizing the L2 vector norm and L1 integral norm, re-
spectively. Results for the considered model can also be seen in
Santos & Figueiró (2007).

Figure 5 – In this order: initial model, V1 used in both inversion, and difference
between initial and target models. This difference is obtained via least-absolute
vector deviation and is 50% when compared to the target model with all param-
eters being of equal weight.

Similarly, an inversion experiment is undertaken involving
the model V2. Figure 9 gives graphical views of the initial
model and the difference between initial and target models (cal-
culated using least-absolute vector deviation and being approx-
imately 30% when compared to the target model and taking into
consideration all parameters with the same weight). Using the L2

vector norm, the inverted and target model difference is 19.08%
which dropped to 6.47% when the L1 integral norm was applied.
A graphical view of the inverted models and their differences in
respect of the target model is showed in Figures 10 and 11, in the
case of the L2 vector norm and L1 integral norm, respectively.
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Figure 6 – Inversion of seismic velocity model, V1 utilizing the L2 vector norm.
In this order: inverted model and difference between inverted and target models.
Total processing time: 7 hours (approx.).

Figure 7 – Inversion of seismic velocity model, V1 using L1 integral norm.
In this order: inverted model and difference between inverted and target models.
Total processing time: 3 minutes (approx.).

Figure 8 – Target seismic compressional wave velocity field model, V2
employed in inversion experiments using both the L2 vector norm and L1
integral norm.

Figure 9 – In this order: initial model V2 (utilized in both inversions with the two
considered norms), and difference between initial and target models. This differ-
ence is obtained via least-absolute vector deviation and is 30% when compared
to the target model with all parameters being of equal weight.

In addition, the experimental inversion is achieved with the
model V3. Figure 13 gives graphical views of the initial model
and of the difference between initial and target models (this dif-
ference is calculated by using the least-absolute vector deviation
and is approximately 40% when compared to the target model
and taking into consideration all parameters with the same
weight). Using the L2 vector norm, the inverted and target model
difference is 7.23%, which drops to 6.83% when using the L1

integral norm. A graphical view of the inverted models and their
differences in comparison with the target model is shown in
Figure 14 (using the L2 vector norm) and Figure 15 (using the
L1 integral norm).
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Figure 10 – Inversion of seismic velocity model V2 using the L2 vector norm.
In this order: inverted model and difference between inverted and target models.
Total processing time: 7 hours and 15 minutes (approx.).

Figure 11 – Inversion of seismic velocity field model V2 applying the L1 in-
tegral norm. In this order: inverted model and difference between inverted and
target models. Total processing time: 5 minutes (approx.).

In this last model, inversions demonstrate high inaccuracy in
the estimation of parameters c1,1 and c1,2, using L2 vector norm.
The same occurs utilizing L1 integral norm with c2,1 and c1,2.
For each iteration, the processing time using L2 vector norm is,

approximately, 2 hours, however, with the L1 integral norm, this
time was between 12 and 15 seconds. The total time spent in each
case, was 9 hours and 50 minutes using L2 vector norm and 5
minutes and 15 seconds using L1 integral norm.

Figure 12 – Target seismic compressional wave velocity field model, V3 used
in inversion experiments employing both the L2 vector norm and L1 integral
norm.

Figure 13 – In this order: initial model V3 (used in both inversion: with L2 vec-
tor norm and L1 integral norm), and difference between initial and target models.
This difference is obtained via least-absolute vector deviation and is 40% when
compared to the target model with all parameters being of equal weight.

In the case of L1 integral norm, occasionally, during the
iterative process, the matrix G = gT

k gk becomes singular.
To overcome this problem a regularization method known as
Levenberg-Marquardt is carried out, involving the use of the
matrix G + λI in place of G, where λ is a small positive real
number and I is the identity matrix. One way of avoiding nu-
merical artifacts being introduced by regularization is to apply
the Newton method. In this case the matrix G will often not be
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singular. Experiments with model V1 are carried out using the
same iterative process defined by the Newton method, employing
the L1 integral norm. The results obtained also presented better
accuracy when compared with a similar experiment using the
L2 vector norm, with singular matrices not appearing during the
iterative inversion process.

Figure 14 – Inversion of seismic velocity model V3 employing the L2 vector
norm. In this order: inverted model and difference between inverted and target
models. Total processing time: 9 hours and 50 minutes (approx.).

DISCUSSIONS

There are scientists who are in agreement that two-point ray
tracing is a time-consuming procedure and even dangerous in
the vicinity of caustics when using methods like bisection, but
disagree about the presence of the stated problems when
the method is based on paraxial approximation (Figueiró &
Madariaga, 2000). In respect of these restrictions it could be said
that the paraxial method is iterative like bisection, yet, depend-
ing on the specific situation, it can be as time-consuming as any
other method. In addition, the problem with caustics does not dis-
appear when we use the paraxial method. For theoretical, experi-
mental, specific, or intrinsic use, two-point ray tracing, could
possibly be a relatively non time-consuming procedure. How-
ever, for tomographic use it is undoubtedly an enormous time
consumer. At least 70% of processing time is wasted solving the
two-point ray tracing problem, if we assume that we do not want
to abuse approximation techniques. It should be stated that in
tomography the two-point ray tracing problem must be solved

for each source-receiver pair. It is then solved many times over
in all iterations of a tomographic process. In any case, we are not
proposing the complete abandoning of ray tracing in tomography
as rays are inherent in tomography. We are just proposing a bet-
ter use of rays in tomography. In the same way, this work is not
a manifesto against ray tracing as we are simply comparing two
kinds of norms: this is the essence of the work. If we use an
integral norm, ray tracing must be adapted to be conveniently
used by such a norm. If we use a more efficient procedure for
ray tracing the inversion will be faster.

Figure 15 – Inversion of seismic velocity model V3 using the L1 integral norm.
In this order: inverted model and difference between inverted and target models.
Total processing time: 5 minutes and 15 seconds (approx.).

The models utilized cannot be considered unrealistic for the
following reasons: they take into consideration a large range
of seismic velocities from 1.0 to 8.0 km/s (which, for practical
purposes, is almost the total seismic velocity found in real sit-
uations); the polynomial parameterization process creates an
infinite amount of possibilities to represent the heterogeneities
of seismic velocity fields found in a huge variety of real geo-
logical situations; our models are a long way from the set of
models considered simple; they have strong horizontal and ver-
tical variations (at all points); every continuous function defined
in a compact set is the limit of a sequence of polynomial func-
tions (Stone-Weierstrass theorem, see Bartle (1983)); and field
discontinuities can be considered as strong variation in order to
preserve continuity.

Revista Brasileira de Geof́ısica, Vol. 29(2), 2011



“main” — 2012/1/25 — 11:41 — page 357 — #11

SANTOS VGB & FIGUEIRÓ WM 357

When using integral norm, we benefit from a property of
polynomial function, i.e., that polynomials can be easily integ-
rated. Figure 3 has a central role, because it expresses the
essence of the work and shows the area that we want to minim-
ize. However, polynomials are being used to represent data and
models, so, in this second case, the oscillatory character of
polynomials can cause a few problems during ray tracing, and
for this reason we tend to avoid very high-degree polynomials. In
addition, as the coefficients of polynomials can vary freely, such
parameterization can represent a very large family of models: in
fact, an infinite set of models. Oscillations of polynomials can be
controlled since we can impose a small value for its derivative.
Polynomials can represent realistic though not real oscillations.

For the sake of simplicity, and desire to isolate the experiment
from other potential problems, discontinuities in the synthetic
observed traveltime data are avoided. However, if the presence
of a certain kind of problem is required for a more general experi-
ment, calculated data must be considered to also allow discon-
tinuities, in order to have appropriate conditions for comparison
and adjustment.

CONCLUSIONS

The use of the L1 integral norm, instead of the L2 vector norm,
in the seismic ray tomography procedures, produces an im-
pressive saving in processing time without any significant loss
of accuracy (in some cases accuracy actually improves). This
saving occurs because when the L1 integral norm is used, it is
not necessary to solve the two-point ray tracing problem several
times in all iterations of the inversion process. The employed
parameterization model is the polynomial, but we believe that
this saving of processing time is independent of whatever para-
meterization is used. Episodic instabilities occur utilizing the
L1 integral norm, but this is not especially problematic, as op-
posed to other cases that take place using a different norm. For
conceptual reasons and because of strong results, we believe this
study will work well when applied to more complicated and real-
istic models. In addition, integrals and, more importantly, areas,
have a tendency to be more stable (possibly due to their global
character) than vectors and points that have just local properties.
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